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Abstract—We describe a cross-layer study that attempts at pro-
filing the performance of end-to-end congestion control prtocols
in high BDP wireless networks. Packets transmitted over sutnet-
works are assumed to face temporally correlated random bit e
rors caused by fading and/or blocking. We utilize a finite-sate
Markov chain to model bit error characteristics and apply per
packet link layer FEC codes in order to compensate for such er
rors. Utilizing our model along with loss expressions, we pofile
the end-to-end performance of XCP, VCP, and TCP/AQM+ECN
congestion control protocols. Based on our profiling resuft, we ob-
serve that (1) the performance of any congestion control procol
highly degrades without properly protecting its data and sgnal-
ing information against random bit errors, (2) utilizing mu ltiple
antenna nodes improves the transient characteristics of # con-
gestion control protocol in terms of utilization and packet error
rates, and (3) XCP and VCP represent the best alternatives afon-
gestion control for high bandwidth moderate delay and modeate
bandwidth large delay environments, respectively.

Index Terms— Wireless Networks, LOS Links, Markov chain,
TCP, AQM, ECN, XCP, VCP.
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use a Multiplicative-Increase Multiplicative-Decreab8{1D)
scheme for efficiency and an AIMD scheme for fairness. The
design goal of VCP is to provide a TCP-like scheme for
wired networks. VCP creates a three-region regime of oper-
ation referred to as Multiplicative-Increase Additiveziaase
Multiplicative-Decrease (MIAIMD). The MI region is utiled

to eliminate the slow start characteristic of TCP while the A
and MD regions preserve the fairness characteristics of TCP
For both protocols, the decoupling can result in improvimg t
efficiency of congestion control measured in terms of smalle
queues, fewer drops, offering flexible fairness schemed, an
providing a better scalability by virtue of not carrying aogr-
flow state information.

A comparison of XCP and VCP reveals the following facts.
XCP requires the use of multiple bits in the IP header of each
packet to relay congestion information. While an impleraent
tion of XCP in the Linux kernel uses 16 bits [24], the current
IETF draft for XCP [9] proposes the use of 128 bits in the IP
header. On the contrary, VCP proposes encoding congestion
information into two ECN bits. Since the amount of informa-

The Additive-Increase Multiplicative-Decrease (AIMD)tion relayed in the IP header in the case of VCP is much smaller
property of TCP allows for offering both efficiency and fairthan the case of XCP, VCP represents a more practical piotoco
ness of congestion control. However, utilizing AIMD resultalternative than XCP in terms of implementation. Howeweg, t
in performance degradation of TCP due to the slow start pHeetter practicality characteristic of VCP may come at the ex
nomenon. In order to address some of the limitations of TOPense of a higher convergence time than that of XCP. That said
the use of end-to-end congestion notification feedbackseke the latter depends on the bandwidth and delay charactsrgiti
such as TCP+AQM/ECN has been proposed [10], [4], [5], [15he traffic as we will show in our reported results.

[18], [13]. While the use of TCP+AQM/ECN can result in re- Aside from the issues related to wired networks, the behav-
ducing loss rate and queue size, it is still not capable oegeh ior of any congestion control protocol in wireless netwoiks
ing high utilization in high Bandwidth-Delay Product (BDP)affected by the unique characteristics of those networkse O

networks [16], [11], [17].

such characteristic is that transmission over wireledssliis

eXplicit Congestion-control Protocol (XCP) [14] andsubject to random bit errors in addition to packet erasures.

Variable-structure Congestion-control Protocol (VCR)][are
a pair of recently proposed end-to-end protocols that gitexn

Hence, for a packet transmitted over wireless links theee ar
three possibilities indicating the packet is (1) deliveszdor

addressing the problems of TCP. Both protocols requiredine pfree, (2) delivered corrupted due to random bit errors, P&

ticipation of intermediary nodes to set congestion relatéat-

due to congestion. We note that the second possibility iallysu

mation in the header of packets as they travel form theircamur ignored in wired networks. On the contrary, the performasfce

to their destinations. A destination transmits acknowtaedgt

any protocol utilizing IP header bits to carry congesticioiin

packets to its source in order to notify it of congestion phenation may be seriously crippled in wireless networks witho
nomena thereby adjusting its transmission rate. Unlike, TQ®oper compensation against random bit errors. In [7] a6 [2
XCP and VCP decouple the efficiency of congestion contrtie performance of TCP Reno and Tahoe over wireless links

from its fairness allowing for employing different straieg to

characterized by rich scattering and Rayleigh fading isrexa

cope with efficiency and fairness. The premise of XCP is iaed. In [23], the performance of VCP is compared to that of
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TCP/AQM+ECN in low BDP rich scattering wireless networks.

This paper proposes a cross-layer framework to study the
performance of XCP, VCP, and TCP/AQM+ECN in high BDP



wireless networks. It differentiates from the prior art Wan  BAD states can be differentiated ByYV R andSN Rp where
the sense that (1) it provides a more detailed analysisectlatS N R >> SN Rpg. Since for a LOS channel the two states
to Markov channel modeling of the wireless channel as it peaare typically associated with non-blocked and blocked ehan
tains to the number of antennas, modulation, channel codimgls, the quantity ; associated with a non-blocked LOS chan-
(2) it develops a loss model matching the observed loss pael is sometimes set to zero.
tern of wireless links; and (3) it examines and compares theLet (¢, r, G) andp(t, r, B) denote the probability of receiv-
performance of XCP, VCP, and TCP/AQM+ECN as end-to-eridlg r bits from¢ transmitted bits and winding up in the GOOD
congestion control alternatives in high BDP wireless nekso and the BAD state of the Gilbert-Elliott model, respectjel
utilizing Line Of Sight (LOS) and Satellite CommunicationsI'hen the overall probability of receivingbits from¢ transmit-
(SATCOM) links. ted bits for the Gilbert-Elliott model is given by

The rest of this paper is organized as follows. Section Il de-
scribes the characteristics of the physical and data lip&ria pt,r) = o(t,r,G) +¢(t,r, B) (1)
utilized in our study. It explains how a wireless channel ban where the recursive probabilities(t, r, G) and ¢(¢,r, B) are
modeled by a finite-state Markov chain the parameters oflwhigiven [25] by
are related to the number of transmit/receive antennas add m
ulation. The section also explains how the use of Forward Er- (b, G) =
ror Correction (FEC) schemes at the link layer can combat the ealye(t =1, G) + (1= B)p(t - 1,7, B)] (2)
fading/blockage effects. Section Ill contains the resofteur (1-ca)lrelt—1,r—1,G)
experiments and the related discussion. Finally, Sec¥aoh- +(1 =Bt —Lr—1,B)]

cludes the paper. and
p(t,r,B) =
[l. PHYSICAL AND LINK LAYER ANALYSIS ep|l =) ot —1,7G) + Pt —1,r, B)] 3)
In this section we analyze the underlying physical and link (I—ep) 1= ept-1,7r-1,G)
layers of the wireless channel and provide hooks for redetie +Bp(t — 1,7 =1, B)]

effects of such layers to the performance of networks amstrasg, + > » ~ (0 and the initial conditions
port layers where the congestion control protocols aredubost B

Our discussion covers the modeling of fading channel with $(0,0,G) = gos = 7725
finite-state Markov chains and the channel coding scheme pro ©(0,0,B) = bss = 2515 4)
posed for compensating the effects of correlated loss. @uam ©(1,0,G) = eg[ygss + (1 =) bss]
eling approach of fading channels is general and can beeappli ¢(1,0,B) = ep[(1—7)gss + Bbss

to both Rayleigh and Rician fading channels representitiy ri

. . . The quantities ande g can be calculated in terms of mod-
scattering and LOS transmission environments. q ¢ B

ulation, number of transmit/receive antennas, and avemge
ceived signal-to-noise ratios. Further, the average gabfe
A. Markov Chain Modeling of Wireless Links signal-to-noise and signal-to-interference-noise satian be
As pointed out in [21], [25], [22], and many other arti-€xtracted from the fading channel statistics, transmispimw-
cles, a Multiple-Input Multiple-Output (MIMO) fading chael ~ €rs, average noise power, and shadowing even in the presence
is characterized by temporally correlated loss. The tatest of co-channel interference. The details of calculationsith
Gilbert-Elliott (GE) loss model [8] provides an elegant st Scattering links characterized by Rayleigh fading and L0
matical model to capture the loss behavior of such channel.gharacterized by Rician fading are discussed in [25] and| [22
the GE model, the loss pattern of a bitstream transmitted ovespectively.
a MIMO fading channel is described by a two-state Markov In [21], closed-form expressions describing the modutatio
chain. The GOOD state introduces a probabilitgf staying symbol error rate of MIMO wireless links are identified inrtes
in the GOOD state and a probability— ~ of transitioning to  Of the number of signal points in the constellatibh and the
the BAD state while the BAD state introduces a probabiliyf ~average received signal-to-noise ratio. The calculatoezar-
staying in the BAD state and a probability- 3 of transitioning  fied out under the assumption of facing a flat fading Rayleigh
to the GOOD state. The parameterand3 can be measured channel and utilizing Phased Shift Keying (PSK) modulation
from the observed average burst lengths of the wirelessneian/n What follows we apply the previous results to capture the
[12]. modulation symbol error rates of both rich scattering ansLO
The GOOD state also represents bit loss with a probabilifyireless links which may be accommodating multiple antenna
e While the BAD state represents bit loss with a probabmOdes
ity e Whereeg << ep. The pair of probabilities: and First, we introduce the modulation symbol error rate of & lin
e can be calculated from the statistics of the fading chann@gSociated with single transmit ard receive antenna nodes
transmission powers, average noise power, shadowing, m#8ing Maximum Ratio Combining (MRC) as

ulation, number of transmit/receive antennas, and evehén t B tan—1 1
presence of co-channel interference. As sugchandep can \/ 1+19{ + an”" §) Z ( )[4(1+19)JJ
also be related to quantities such as signal-to-noise matio +sm(tan 3P 1 T (1‘:;9) [cos(tan LoRu-o+11

signal-to-interference-noise ratio. For example, the ®&@Dd (5)



whered = SNRsin?(Z), € = /1%9 cot =, andg;; = error under the GE model is obtained from Equation (1) with
() t=r=sasy(s,s).

(QQ,Vi))MEQ(J__i)H]. From Equation (5), one can calculate the Since the inter-symbol temporal correlation is capturetién

modulation symbol error rate of a link associated with singFXPressionp(s, s) for back-to-back transmitted channel coding

transmit single receive antenna nodes as well as a link assg¥MPOIs, we can obtain the probability of channel coding-sym
ated with single transmit double receive antenna nodestoy d&°! block loss as

ting NV to 1 and?2, respectively. Relying on a discussion of btc=1 1 _ _
diversity gains, we also argue that the modulation symboker ¥(b,tc,cc,eB) = Z () (1—p(s,8)) (s, 5) "
rate of Space-Time Block Codes (STBCs) of [3] and [19] can im0\

be calculated from Equation (5) by proper mapping of the val- (6)

ues of SN'R. For example, the modulation symbol error rate In order to validate the results of our channel modeling & th
of a link associated with double transmit single receiveana presence of RS coding, we observe the loss behavior of &-point

nodes can be calculated by replacisiyy R with 23 and set- :/?/'p(i'r:'t link utilized tfr?r trgnsmltgnlg a pef[Cket.'che?hbmlm'l ted
ting IV to 2 in Equation (5). Similarly, the modulation symbol €, then, compare e observed loss rate wi € calculate

error rate of a link associated with double transmit double rIOSS rate of Equation (6).

ceive antenna nodes can be calculated by replagifid with Foflg -cr%a%rr?z;dc%sa;amsplrit\)/gll 'ggte'ogf re{zaiswtii?sf Oéjlg g’;sm?gsg;
S8R and settingV to 4 in Equation (5). gsy 9 :

We note that a modulation symbol is mapped to a bit ft|ron, a single transmit single receive x 1) antenna configura-

BPSK. Consequently, it suffices to replaga/ & with SN R lon, and for three different choices of transmitted byteglfis

and SN R, in Equation (5), in order to calculate modulationL’ the figure compares the calculated average byte loss from

our model with the observed average byte loss over a range of
symbol error ratee of the GOOD state andg of the BAD lues ofSN R in the GE model withS N Re: — 10SN Ry

state of the GE loss model. We note that while our choice \ﬁe other parameters of the GE model are set to 0.99875

BPSK reflects a matter of convenience for our study, it doés no -
: andg = 0.875. The averages are calculated over one million
affect the generality of our model.

experiments. As observed from the plots, the values of ealcu
lated and observed average byte loss match in all three.cases
B. Channel Coding and Associated Error Modeling We have observed that while the choices of GE model param-

As indicated by various standards such as Direct Sequef®tgs; modulation, and channel coding symbol sizes afigct o
Multiple Access Code Division (DS-CDMA) [2], the use offesults, the validation results remain the same.
Forward Error Correction schemes at the link layer has beer Calouated vs, Obsenved Average By Loss
proposed in order to combat the fading effects of wirelesseh 8 T T T T T

T T
—=— Calculated L=140

nels described above. i 1 Catooted o120
In our work, we propose the use of Reed-Solomon (RS) ™f o Caisuated L2300 ||

—&— Observed L=100

channel coders at the link layer as an optional component ti
compensate for temporally correlated loss effects of the-wi 60
less channel. We note that an RS channel cétiefb, k) con-
vertsk channel coding symbols intotasymbol block by ap-
pending(b — k) parity symbols. Such channel coder is able to
correctas many ag: = [ %% | symbol errors in a block.

We distinguish between the modulation symbols and channe
coding symbols by noting that a channel coding symbol typi- o
cally consists of a number of modulation symbols. For exam-
ple, an 8-bit RS channel coding symbol consists of eight BPSk
modulation symbols. If at least— ¢~ channel coding symbols
are correctly received fromtransmitted channel coding sym- 0, L
bols, the whole block is recoverable. We note that our amtroa SNRG (dB)
calls for mapping a block onto a packet. Since an RS channel
coderRS (b, k) atthe link layer treats an assembled packet as ff§: 1. A comparison of calculated and observed averageldgéefor al x 1

! . antenna configuration, a channel coding symbol size of dgbt and BPSK
data blockk, errors in both the payload and headers/trailers Q?odmation
the network and higher layers can be mitigated for each packe
individually at the receiving side.

Next, we discuss our error modeling approach. Suppose the [Il. PROFILING OF PERFORMANCE
RS coder generates a set of channel coding symbols where eadh this section, we describe performance profiling resuits o
symbol consists of bits. A channel coding symbol is receivedhe congestion control protocols of our study over wireleess
error free if all of itss bits are received free of errors. As in-works formed by MIMO links.
dicated earlier, we assume that the loss pattern of theagisel We experiment with a variety of parameter settings. While
channel at the bit level is described by the GE model. Thukge trends of reported results are general, the followiegse-
the probability of receiving a channel coding symbol free afent the various settings of the wireless channel and pdilysic

Average Byte Loss
a
o

IN
S

13



layer for the reported results. The transition probaksitf the
GE model are set ag = 0.99875 and 5 = 0.875 represent-
ing average burst lengths 860 and8 bits for the GOOD and
BAD state, respectively. For the samewe also experiment
with 3 = 0.91667 representing an average burst lengthl ®f
bits. Further, we se§ NRs = 105N Rp to differentiate be-
tween the qualities of the link in the GOOD and BAD states.
Four different combinations of antennas are considered)as (
single transmit single receivé & 1); (2) double transmit single
receive ¢ x 1); (3) single transmit double receivé & 2); and

(4) double transmit double receiv x 2) antennas. We utilize
BPSK modulation along with a channel coding symbol size of Platform A Platform B
one byte when using RS coding FEC. We note that the channel @)

coding rate is defined as= k/b when using FEC.

The illustrations of Fig. 2 show the dumbbell topology of
our experiments with either a direct wireless bottleneck br
a pair of SATCOM bottleneck links. Each platform includes a
number of nodes wired to a multiple antenna radio router-play
ing the role of the gateway for its platform. We assume that th
direct wireless link is identified by bandwidth and delayata
teristics of54 Mbps and30 msec, respectively. The SATCOM
links are assumed to have bandwidth and delay charaatsristi
of 2 Mbps and0.5 sec, respectively. The capacity of a wired
link is assumed to always be twice as high as the capacity g
the bottleneck link with a delay &f msec.

We set the parameters of VCP according to what is reporte
in Table 1 of [20]. In the case of TCP/AQM+ECN, we utilize
TCP Reno along with Random Early Marking (REM) [5]. Par-
ticularly, we set the parameters of REM according to what is
suggested by [6] at the two ends of the bottleneck link. All of Platform A Platform B
the simulations are repeatéd times and averaged with indi- (b)
vidual runs over a total simulation period of uple)0 seconds. Fig. 2. An illustration of the communication topologies dse our experi-

We selectl0 ftp sources in Platform A sending packets tanents utilizing: (a) a direct wireless link and (b) a pair 8TE£OM links.
destinations in Platform B antl0 ftp sources in Platform B
sending packets to destinations in Platform A. When active,
each source can generate packets at the rate of its dedicégeduch better than that of TCP/AQM+ECN. The first observa-
link. Each data packet has a size 100 bytes and each ac-tion is justified as bott5 NV R and the antenna configurations
knowledgment packet has a size4ff bytes. All of the links affect the quality of the link. Each protocol exhibits iteatly-
operate in a full-duplex mode and link bandwidths are sharétite behavior once the quality of the link is improved. When
among data and acknowledgment packets. In the durationceimparing the results of different antenna configuratioves,
an individual run, each flow starts as soon as its session is egserve that the performancelok 1,2 x 1,1 x 2, and2 x 2
tablished and continues until either its session is tornrddue ~ are in an ascending order as the result of improving SER from
to fading-, blockage-, and congestion-related loss or iime s the former to the latter configuration. The second obsermati
ulation experiment has come to an end. As such, each flsows that both XCP and VCP perform much better in high
follows a random start time with a random duration. We do n®&DP environments with XCP taking the lead when the increase
collect the statistics in the first0 seconds of each run to al-in BDP product is mostly due to bandwidth rather than delay.
low for stabilizing the transitioning behavior of NS2. Wéilve Fig. 4 examines the effects of applying different FEC rates
only report a small number of our results due to the shortagedata packets of VCP fdr x 1 and2 x 2 antenna configura-
of space, we note that our findings are fairly consistentsscao tions. Fig. 5 measures similar effects in the cases of VCP and
wide range of experiments. XCP for al x 2 antenna configuration. In all cases, the FEC

Fig. 3 compares the performance of the three protocols fiate of acknowledgment packets is set0t6. It is observed
~ = 0.99875, 3 = 0.91667, a channel coding rate ef= 0.9, from the figures that introducing a small percentage of FEC to
and different choices of antenna configurations. It plogstth  the data packets and a more significant percentage of FEC to
tal number of delivered packets versi$V R for the direct acknowledgment packets at the link layer can significamtly i
wireless link scenario. The interesting observationstaae(l) prove the performance of both VCP and XCP. The latter is due
the use of different antenna configurations affects thesteamh to the fact that VCP and XCP sources collect information abou
behavior in the case of each protocol but not the steadg-stat the status of the network from the acknowledgment packets.
havior and (2) the steady-state performance of XCP and V@&hce acknowledgment packets are ofihybytes long and fad-
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Fig. 3. A performance comparison of XCP, VCP, and TCP/AQMMNE@th  Fig. 5. A comparison of VCP and XCP performance for differéata FEC
different antenna configurations of the direct wirelesg.lithe average burst rates over a direst wireless link. RS codes with rdte8.9, 0.8, and0.7 are
lengths of the GOOD and BAD state are se8af and12 bits. FEC rates of applied over al x 2 antenna configuration of the direct wireless link. The
0.9 and0.5 are applied to data and acknowledgment packets, resggctive  average burst lengths of the GOOD and BAD state are s¢ilaand12 bits.

ing related random errors happen in bursts, they can cattrapt 1004
shorter acknowledgment packets much easier than longar dat
packets. We note that the FEC strength must be chosen with the |
consideration of antenna configuration, link quality, amd-p
tocols. It is our opinion based on experiments that progdin
stronger protection for acknowledgment packets as opposed
data packets can properly address the tradeoff betweescptot
efficiency and bandwidth overhead. It is also important teno
that sensitivity of XCP, VCP, and TCP/AQM+ECN to the loss
of acknowledgment packets is in the descending order.
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/ Fig. 6. A performance comparison of XCP, VCP, and TCP/AQMMNE@th
different antenna configurations of the direct wirelesk.lithe average burst

lengths of the GOOD and BAD state are se@® and8 bits. FEC rates 0.8

and0.5 are applied to data and acknowledgment packets, resggctive
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300000 | 2x2:

Total Packets Delivered

evaluation over SATCOM links. We note that the main differ-
ence of a SATCOM scenario with a direct wireless link sce-
nario is that the increase in the value of BDP in a SATCOM
scenario is mostly due to an increased delay rather than-band
width. Since the behavior of the protocols remains in padt an
qualitatively the same as what we have reported so far, we onl
focus on the major differences. Fig. 7 reports the percentag
Fig- 4. A comparison of VCP performance for different dateCHtes over jjization of the SATCOM links versus the simulation time o
a direst wireless link. RS codes with rate€.9, 0.8, and0.7 are applied over ..
1 x 1 and2 x 2 antenna configuration of the direct wireless link. The ayera 1000 seconds. The data traffic is one way from Platform A to
burst lengths of the GOOD and BAD state are sei0atands bits. Platform B. The very interesting observation is that VCP-out
performs the other two protocols. It converges rapidly asd r
Next, we compare the performance of the three protocatsins at a high utilization without much oscillation. To than-
when the channel is identified by= 0.99875 ands = 0.875.  trary, XCP is not as well-behaved in this scenario. While XCP
Fig. 6 sketches Packet Error Rate (PER) verlSisR; for the oscillatory behavior is still better than that of TCP/AQMEH,
three protocols and with different choices of antenna comndig it shows wide variations in utilization. We relate the belbav
tions. The results are fairly consistent with those showfign of the protocols to delay caused timeouts. While the osoilja
3. behavior of TCP/AQM+ECN relates to TCP’s slow start, VCP
Up until this point, we have reported our evaluation resultguickly reacts to timeouts because of utilizing Ml in the low
over direct wireless links. Next, we focus on the perforngandoad region. Since XCP does not utilize the same design in the

200000 - | X1

100000 |-/

SNRG



low load region the way VCP does, it takes longer for XCP tlink layer FEC codes could help compensate for such effects.
react to timeouts. It is also important to note that the tssulGiven that acknowledgment packets are reasonably pratecte
of two way traffic when each platform transmits to the othdyy link layer FEC, our results revealed that XCP outperforms
platform, is the exacerbated version of the one way traffsecaVCP in high bandwidth moderate delay scenarios. However,
for both XCP and TCP/AQM+ECN. However, VCP still showsn moderate bandwidth high delay scenarios that are typical
high utilization with very little oscillations. STACOM links, VCP outperformed XCP. Both VCP and XCP
outperformed TCP/AQM+ECN in high BDP scenarios of our

100

/\/,w::; ! \f ,,w kel t ke
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20
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0 I I I
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Fig. 7. A performance comparison of XCP, VCP, and TCP/AQMMNE@th
2 x 2 antenna configuratiol§ N R = 30 dB, and over a pair of SATCOM
links. The average burst lengths of the GOOD and BAD stateseret800
and8 bits. FEC rates 0.93 and0.5 are applied to data and acknowledgmen{10]
packets, respectively.

[11]

At the end of this section, it is insightful to discuss theseff

of a number of parameters. First, we note that the use oflarge]
data packet sizes typically results in requiring to use &idtEC
strengths. This is anticipated as the use of larger packes sif;3
means a larger collection of channel coding symbols to form a
block of data. Second, we note that the use of larger chanHéi
coding symbol sizes also results in requiring to use higlist F
strengths due to the fact that a channel burst loss is maaky lik[15]
to corrupt at least one bit of the symbol. However, the above
issues are traded off against segmentation/reassemblthandie)
decoding complexity, respectively. Finally, we would lite
discuss the impacts of having to deal with short-lived flows g,
oppose to long-lived flows. We have made consistent observa-
tions as what is reported by [20] in the case of VCP over wird¢f]
scenarios, i.e., our results have qualitatively remaihedsame (1
and the implications have mostly appeared in the form of-var?/
ing average buffer sizes. 20]

[21]

IV. CONCLUSION

In this paper, we described a cross-layer study focusing &al
performance profiling TCP/AQM+ECN, XCP, and VCP in hing?,]
BDP wireless networks. We assumed that the wireless MIMO
links introduce random bit errors related to fading andlock-
ing. We utilized finite-state Markov chains to model the Ios%4]
characteristics of the MIMO links and proposed the use 5]
Reed-Solomon FEC codes at the link layer in order to com-
bat the effects of random bit errors. Our performance pnafili 26
results illustrated the sensitivity of both XCP and VCP te th
loss of congestion information carried in the acknowledgime
packets. The results also showed that a moderate use of the

study.
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