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Abstract—We study the problem of connectivity in MIMO fad-  signal-to-interference-noise-ratiS { N R) as the metric of con-
ing ad-hoc networks. Based on a probabilistic analysis of achiev- nectivity in wireless ad-hoc networks. According SN R
able capacity on individual links of a random topology, we intro- metric, two nodes in a random topology are directly connected
duce a novel connectivity metric for wireless ad-hoc networks. We . L . .
assume a pair of nodes are connected if their bi-directional capac- if th§|r mlnlmumS_INR is greater than a given t.hreshold. Bac-
ity is more than a given threshold. Our metric is more sophisti- Celli et al. [2] utilized STN R model under Poisson assump-
cated compared to previously proposed metrics of connectivity as tions in the context of infinite CDMA networks. Relying on the
it captures the effects of time-varying fading channel, power, and sameSIN R connectivity metric, Dousse et al. [7] showed that
multiple antennas. Our results show that employing mobile nodes if both node density per unit area asd N R are sufficiently

Yég gfj‘fﬁféenz?\fvi?ﬂ; s enhances the connectivity of fading wire- high, the resulting infinite graph of an ad-hoc network is al-

Index Terms— Wireless Ad-Hoc Networks, Fading Channel, most surely connected. Interestingly, connectivity in random
Connectivity, MIMO, Capacity. networks represented by graphs of mixed short and long edges

can also be related to small world networks [19].
While SIN R is a more realistic metric of connectivity com-
. INTRODUCTION pared to the geometric disk model for wireless ad-hoc networks,

Strong tendency for the deployment of ad-hoc networks hss still not fully capable of capturing the physical connectiv-
encountered major challenges due to sometimes conflictig phenomenon. In reality, a pair of nodes are connected if a
time-varying fading channel, connectivity, capacity, and poweequence of transmitted symbols from one can be received at
issues. This paper offers a framework for studying the connegother. In addition, the considerations of time and frequency
tivity phenomenon in Multiple-Input Multiple-Output (MIMO) can also affect the interpretation of connectivity.
fading ad-hoc networks based on the achievable link capacity. The use of space-time coding techniques in wireless net-

Investigating the connectivity of radio networks goes baglorks is of interest because they can substantially reduce the
to four decades ago. In his pioneering work, Gilbert [9] studsffects of multipath fading in the wireless channels through an-
ied the connectivity of infinite random networks relying on theanna diversity. Transmit antenna diversity in the form of space-
so-called geometric disk model. In the geometric disk modelme block codes (STBCs) of [1] and [17] has been adopted in
a random topology network is represented by a disk graph\y)cDMA and CDMA2000 standards. It is also being consid-
which two nodes are considered directly connected if their digred in many current wireless standard efforts. Receive antenna
tance is smaller than a given transmission radius. The work@{ersity schemes such as Maximum Ratio Combining (MRC)
Gilbert showed that there exists a minimum number of nodgge already in widespread use in communication systems.
within a transmission range above which a random graph is al-the contributions of our work is in the introduction of a prob-
most surely connected. Recently, the connectivity subject haSijistic connectivity metric for wireless ad-hoc networks. We
received much attention due to the deployment of wireless agty on an analysis of the time-varying fading wireless network
hoc networks. Some of the recent follow-on studies about the4efine a connectivity metric based on the capacity of MIMO
connectivity of infinite random networks relying on the geognannels.
metric disk model include the work of Booth et al. [4], Philips 14 rest of this paper is organized as follows. Section |1 pro-

etal. [13], and Quintanilla et al. [14]. In addition, a survey Of;jes properties of random variables some that will be used in
the literature reveals a large number of articles in the context gf . analysis. Section Il investigates the problem of connec-
connectivity of ad-hoc networks with a finite number of mOb“‘ﬁvity based on the probabilistic concept of capacity in MIMO

nodes. Some of the related articles in this area include the W%nnels. In Section IV, we numerically validate our connec-
of Cheng etal. [5], Santi et al. [16], Bettstetter [3], and Dousﬁ{/ity analysis results. Our findings show that utilizing space-

et a:'rEG]' h . b del f dving th time coded mobile nodes can improve the connectivity of ad-

A.t ough an attractlye a stract modet for studying t € CObe networks under our connectivity metric. Finally, Section V
nectivity, the geometric disk model is far from the reality 0&0 cludes this paper
wireless networks. The main disadvantages of the disk mo eIn '

have to do with not considering the effects of attenuation, in-
terference, and noise. Gupta et al. [10] proposed the use Qf £ NDAMENTAL PROPERTIES OFRANDOM VARIABLES

This work was supported in part by the U. S. Army Research Office under In thi ti id . ffew fund tal
the Multi-University Research Initiative (MURI) grant number W911NF-04-1- nthis section, we proviae a review orfew runaamental prop-

0224. erties of random variables.



We list four fundamental properties of the Probability Derthe topology. Let us also assume that figx A/; matrix H;;
sity Functions (PDFs) of random variables as discussed by [Y2presents the Rayleigh fading channel between the transmitter
and [15]. of link j and the receiver of link. DenotingS; as theM; x 1
« Property 1: If z andy are random variables satisfyipg= ~ signal vector transmitted from link the received signal vector
g(x), then the PDF of satisfiesf, (y) = &z 4 ... 4 atlinkiis the followingV; x 1 vector

g’'(z1)
fr(mq) _
oy Wherezy, .-, zg are the real roots of = g(z) and Ri(t) = Hi(£)S:(t) + ZHij(t)Sj(t) ) (@)
¢'(z) represents the derivative gfz). poy

o Property 2: If the PDF set{f,, (x1), -, fe,(74)} is
associated with the set of independent random variablbere the channel matricé$;; consist of complex Gaussian

{x1,--+, 2,4}, then the PDF of their sum= z; +-- -+, random variable elements. The above equation can be rewritten
is calculated ag. (z) = fz,(2) *-- - * fz,(2) wherex rep-  as ,
resents the convolution operator. Ri(t) = Hi;(t)S;(t) 4 ny(t) 3)

o Property 3: If z, y, andz are random variables satisfy- h /
. ; : eren,(t) = > .. H;;(t)S;(t (). We assume that
ing z = 22 + 4?2, the PDF of the random variableis ;,:1 n‘.( ) f Izﬁélk s )hj( )h+ - (I) , l;.l h

N e receiver of link: knows the channel matri&l;; while the

specified asf.(z) = [¥ - \/Z%T{fwy( z=9%y) + transmitter of linki only knows its distribution. The quantities
Fou(—\/7 — 92, ) M. ' (n;|H,;) can be consi_dere_d to form a G_aussian random pro-
. Property 4: Given the individual PDFs of Identically cess due to the following lines of reasoning. Wg knqw t.hat.the
and Independently Distributed (IID) exponential randorﬁOdewordSS? shou!d t_’e chosen fror’n a Gaussian distribution
variablesz1, - - -, xj,, with the common parameter the to 'be capacity achieving. Furtheft;; s are known_ at Fhe re-
PDF of their sumz — z; + --- + a4 is expressed by a C€IVer- Since the eIemenBiij are Ilnea_r combinations of
gamma distribution with parameters k ah@s some mdeper_ldent Gaus_s_lan random variables, Fhey are them-
selves Gaussian. In addition, aBy or n; term at time slot
k-1 is independent from its counter part at other time slots. The
f2(2) = G- e 2>0 (1) Jatter is due to the fact that transmitter assigns the codewords
' independently at each time slot as the result of not knowing the
channel. Therefore(n;|H;;) is a Gaussian random process.
The covariance matrix for this resulting noise term is
The discussion of this section revolves around defining a

I11. A CAPACITY-BASED CONNECTIVITY METRIC

probabilistic metric of connectivity that takes into consideration g = E{n;.n;T}

the details of time-varying wireless channel and the underly- — E{(ngéi Hi;S; + ni).(zk# H; Sk, 4+ n;)T}
ing communication system. Our probabilistic metric is defined = E{>. . Hy;S;StHI.} + 021

based on an outage capacity analysis for MIMO channels. Lol " ()

Calculating estimates or upper bounds of the capacity {fhere, the superscriptindicates the Hermitian operator. Since
the case of uncorrelated and correlated Single-Input Singlga 4re assuming thdt,; coefficients are known at the receiver,
Output (SISO) and MIMO channels both with Gaussian and
non-Gaussian noise has been the subject of heavy research;in_ 3 atvgrt 27 _ &t 2
the past years. The concept of outage capacity was first in[-{n ;H” E{S;8;} Hij+onl ;H” ®iHitonl ()
troduced by Foschini et al. [8]. Outage capacity provides an ! !
elegant description of the achievable rate of a communicatiaimere! is the identity matrix aneb; indicates the covariance
channel. Simply put, it represents a probabilistic measure mftrix of the code used in link Then, the mutual information
the maximum number of bits per cycle that can be transmitt@cbetweerss; andR,; is derived a5
for a given probability of error. Foschini et al. [8] also provided
approximations of the capacity of ID MIMO Rayleigh chan- Z(Si; R;) = log, det(I + K~ H;;®; H),) (6)
nels. Telatar [18] provided a treatment of calculating the capac- ) )
ity of correlated MIMO channels with Gaussian noise. KangP find the capacity, one needs to maximizes;; R;) sub-
et al. [11] numerically verified that the approximations of cd€Ct t0 @ transmission power constraifit(®;) < P; on link
pacity derived in [8] work well under various fading conditiond WhereT'r(®;) and P; denote the trace ob; and the trans-
in the presence of Rayleigh distributed interference, for a widiSsion power of link, respectively. Since the receiver knows
range ofSIN R, and even when the channel is semi—temporalfxﬁ‘e ch_annel, only some statistics are needed to determine the
correlated. capacity. _ _ o o

Our discussion below represents a treatment of the subject "€ choice of covariance matrix achieving the capacity in
material relying on the cited literature articles above. The an&gduation (6) depends on the realization of the channel matrix.
ysis is carried out by working with the input and output signaM’h?” the F;ha}nnel is nc_)t known at the transmitter, the best stra}t-
of a Rayleigh fading channel. egy is to distribute the input power equa_lly among t.he trqnsmn

We consider an ad-hoc topology consisting of a number gptennas. The latter results in a covariance makgithat is
links. Further, we assume a MIMO channel withy transmit 1The symbolZ used to denote mutual information should be distinguished
antennas andv; receive antennas is associated with linkf from the symboll to denote the identity matrix.



a multiple of the identity matrix. Considering the constrairandN; = 1,

Tr(®;) < P;, we haved; = ]@ﬁ] resulting in the following

capacity determination: Hi HY, =[x+ gy ©2+ jys] [ il —;zl } w2
2 = 2

= (27 4+ i) + (25 + v3)

i

C; = log, det <I + ]\?KlH“Hj’> bits/sec/Hz (7)
wherexy, y1, 2, andys represent zero-mean IID Gaussian

In the most general case, the capacity expression of Equatiandom variables. Defining = 22 +y? andz, = 23 +y3, the
(7) can be only calculated numerically. For a special case BIDF of the scalar functiofl;; H; can be derived from Property
which K is a multiple of the identity matrix, we can offer ana4 as
Iytical results. As the central limit theorem suggests, the latter f.(2) = ,\226—A2z7 z2>0 (13)
is not a bad assumption. Using Equation (5) and assumin
large number of interfering nodes, one can consideo be a *;
multiple of the identity matrix. As such, it can be expressed a&9envalue o

a
%\gain, the PDF identified above represents the only positive
i, HZTZ For the case al/; = 1 andN; = 2,

—(I —(n T+ J . .
K~P" + ™1 ®  Hall=| T ] [z —jy1 2 — jyo]
) 212 JY2 ‘ (14)
Therefore, Equation (7) can be rewritten as follows _ | @ity mz2 + i+ (T - ngl)
122 + Y1y2 — J(T1y2 — T241) 23+ Y3)
SINR;

C; = log, det <I+ HnHL) bits/sec/Hz (9) wherex,,y1, z2, andy, represent zero-mean IID Gaussian ran-

dom variables. Calculating the eigenvaluedhf Hfl yields a

. > 5 )
with STN R; denoting the average signal-to-interference-noisé<'° eigenvalue and a positive eigenvalueudf-+ y7) + (23 +

ratio. Next, we note that the capacity in Equation (9) is definéd)- The PDF of the random variable associated with the pos-
for a fixed realization of the fading chann#l; at link i over a itive eigenvalue is the same as the one identified by Equation
large block length. Every realization of the channel has sorkk3)- The results for the case 8f; = 2 andN; = 2 are cal-
probability attached to it through the statistical modelzpf.  culated similar to the case af; = 2 andN; = 1 with an 1,

We assume that the matri;; consists of zero-mean Gaussiaialrix consisting of four pairs of complex Gaussian random
random variables, i.e., each element of the matrix has a fadN@abI?S- _ _ . _

envelope described by Rayleigh distribution [12]. As a direct "€aing capacity as a random variable with a given PDF pro-
result of Property 2, we know that the sumgofero-mean 11D wde; us with an opportunity to represent a nqvel connectivity
complex Gaussian random variables with a standard deviatf®ric based on the concept of outage capacity. We introduce

—L_js a zero-mean Gaussian random variable with a standQ4 COnnectivity metric as

i

V22X

deviation \/5%. Since the channel matricé$;; are random Pr(C; < Cout) < Pow (15)
in nature, the capacity in Equation (9) can be considered as a

random variable. where Pr(.), C,yut, @and P,,; represent probability, the thresh-

According to Singular Value Decomposition (SVD) theorenpld of connectivity also known as outage capacity, and the out-
C; can be calculated in terms of the positive eigenvalues afje probability, respectively. It differs slightly from that of [18].

Hiit, a8 According to [18], the outage is defined as
p TTVD. inf Pr(C; < Cout) < P, 16
Ci= Z log, [1 + SI]\]Z.RZ Jz} bits/sec/Hz (10) Tr(é?)g]\{i r( t) t (16)

=1
The main difference between the two definitions is that the latter

whereo;'s with I € {1,---,p} denote the positive eigenval-may assign zero power to some of the transmit antennas while
ues oiniHji andp is the rank ofH,;. Therefore, the capacity the former utilizes all of the antennas. According to our outage
C; represents a scalar function of the set of random variablespacity metric matching the former definition, two nodes are
{o1,---,0,}. The PDF of capacity can be calculated as deonnected if the probability of their outage capacity is less than
scribed below and depending on the valuedffand N;. a given outage probability.

For the case oM; = N; = 1, we haveH;; = x + jy with We remind that the advantage of using the connectivity met-
x andy representing zero-mean IID Gaussian random variablés of this section compared to &V N R metric is that the met-
and H;; Hfz = 2% + y2. We utilize Property 3 for the pair of ric of this section can capture the fading characteristics of the
zero-mean Gaussian random variableandy with a standard wireless channel as well as the effects of utilizing multiple an-
deviation ofv/2) to conclude that the PDF of the scaly; HL tennas in the nodes, througﬁiHL term.
is described in the form of

fz(Z) — N M (12) IV. CONNECTIVITY EXPERIMENTS

In this section, we apply our proposed connectivity scheme
The PDF identified above represents the only positive eigein-a moderate size random ad-hoc topology. In order to provide
value of the scalar functiof/;; sz For the case off; = 2 a meaningful basis of comparison, we compare our results for



the same random topology. In our random topol@§¥ nodes outage Capacily 1+1
are distributed on a 2-D domain with an areal6f0 square % ‘ ‘
meters according to a Poisson point process.

Before proceeding with the explanation of our numerical re-
sults, we note that we are investigating the connectivity of wire- -l
less ad-hoc networks accommodating mobile nodes with both
single and double transmit antennas. In the case of a dou-
ble transmit antenna mobile node, we assume that two signals
are transmitted simultaneously from the two transmit antennas
at each time slot. In addition, we assume that the slow fad-
ing wireless channel characterized by a Rayleigh distribution is
guasi-static and flat implying that the path gains are constant
over a frame but vary independently from one frame to another.

The following describes general settings of our experiments.
We assume that each node utilizes a total transmission power
of P = 1W on the combined set of its outgoing links. In the
case of multiple antenna nodes, the total transmission power is
split equally among the antenna paths. The expected value of
the noise power on each path is assumed ttpd1". Depend-
ing on a specific experiment, a pair of nodes are considered to
be immediate neighbors and form a direct linkif the prob-
abilistic connectivity metric of (15) holds. We note that link
connectivity may be directional implying that a first node can
transmit to a second node while the second node may not be
able to transmit to the first node. In our experiments, we con-
sider link connectivity exists only if both nodes can transmit
and receive from each other under a connectivity criterion.

For the random topology described above, we consider three
scenarios. In the first scenario to which we refer aslthel
case, the network is only accommodating single antenna mobile
nodes. In the second scenario to which we refer as the HYBRID
case, half of the nodes are randomly selected to be equipped
with double antennas while the other half are equipped with
single antennas. In the third scenario to which we refer as the
2 x 2 case, the network is only accommodating double antenna
mobile nodes.

We provide the results of our experiments in the case of prob-
abilistic measure of (15). The illustrations of Fig. 1 show the
connectivity graphs of our connectivity metric for the given ran-
dom topology network. Reviewing the connectivity graphs, we
observe that the connectivity graphs of the topology vary de-
pending on not only the signal-to-interference-noise-ratio but
the capacity. Hence, a pure measurement of the signal strength
such asSIR, SNR, or SIN R is not quite capable of describ-
ing the connectivity phenomenon. On the contrary, utilizing
our proposed metric provides a better way of properly captur-
ing the effects of the quantities of interest when investigatingy. 1. Connectivity graphs of a random topology with connectivity thresholds
connectivity. A significant observation is that to our expectg! Cour = 1 bitsecHz andP., — 0.02. The figures from the top fo the
tion equipping mobile nodes with a higher number of antennag | corresponatosingie antenna, iybrid, and double antenna moblie nodes.
improves the connectivity results. From the results of the ex- TABLE |
perimentS, we can alSO CaICUIate the percentages Of the nOd/g%OMPARISON OF THE RELATIVE SIZES OF THE LARGEST CONNECTED
belonging to the largest connected cluster of nodes. ULtiliziNg <, ysTer UTILIZING OUTAGE CAPACITY CONNECTIVITY METRIC.
the connectivity metric of (15), Table | reports the connectivity
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results for three different combination of choices(®f,; and PCO“t_:() %1 g U“t_zolgl PCM—:() 52
P,,; with similar other settings. We observe that decreasing Tx1 Oui.g%' OthT% . m?% '
the value ofC,,,; and increasing the value &%,,; increases the HYBRID 129 31.5% 90.5%
size of the largest cluster of the connectivity graph. 2% 2 90.5% 94% 98%

We note that the connectivity of an ad-hoc network depends




on the choice of connectivity parameters and the specific topol-
ogy of the network. Additionally based on our results, we antic-
ipate that equipping more mobile nodes with multiple antennas
improves the connectivity of an ad-hoc network for any given
topology and set of parameters.

V. CONCLUSION

We studied the problem of connectivity in fading wireless
ad-hoc networks. We defined a probabilistic metric of connec-
tivity based on the capacity of MIMO channels. We argued
that our connectivity metric is more sophisticated than the pre-
viously proposed connectivity metrics such as signal strength
due to the fact that it captures the time-varying fading, trans-
mission power, and multiple antenna characteristics of wireless
nodes. Our results showed that the use of multiple antenna mo-
bile nodes improves the connectivity of ad-hoc networks.
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