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Abstract— In this paper, we present a solution to the general
problem of flow control for both unicast and multicast IP net-
works. We formulate a convex optimization problem that can be
analytically solved with a low complexity. We show that with the
proper choice of parameters, our problem can be fine-tuned to re-
ward multicast flows or to provide max-min fairness. Further, our
formulation can be deployed in the form of a centralized, decen-
tralized, or quasi-centralized flow control scheme. Utilizing the so-
lution to our optimization problem, we propose flow control algo-
rithms requiring very little or no per flow state information. Our
proposed algorithms can be implemented by making use of a sim-
ple ECN marking scheme to convey minimum per link or per zone
flow fairness information to the end nodes. We also show how our
flow control results can be adopted in the context of layered media
multicast applications.

Index Terms—Unicast and Multicast IP Networks, Heterogene-
ity, Flow Control, Flow Priority, Multicast Reward, Max-Min
Fairness, Optimality, Layered Media.

|. INTRODUCTION

N the past decade, multicasting techniques have been in

widespread use for communication networking applications
as efficient means of network resource sharing. However, uti-
lizing multicasting techniques has introduced significant techni-
cal challenges at different levels. Enforcing flow (inter-session)
fairness among a set of competing flows is one of the most im-
portant challenges of utilizing multicasting techniques. For the
lack of any built-in flow fairness mechanism in UDP and due
to the fact that multicast sessions are typically built on top of
UDP, achieving flow fairness in hybrid unicast and multicast
networks is in fact a complex task.

In what follows, we briefly review related flow control work
in the context of our current research work. The original TCP
flow control was discussed by Jacobson [16] and further en-
hanced by Floyd et al. [9]. In the recent years, the proposition
of Explicit Congestion Natification (ECN) marking techniques
proposed by Ramakrishnan et al. [25] and by Lapsley et
al. [20] has brought the promise of practical deployment
of effective flow and congestion control algorithms for the
existing Internet infrastructure. In addition, applications of
control and optimization theories such as the ones described
by [7], [10], [12], [26] have shed light on the general prob-
lem of flow control in computer communication networks.
Although leading to rather different flow control strategies,
the key promise of most of the recent results is to maximize
a set of utility functions pertaining to the benefit of various
network entities while potentially considering pricing issue.
Another closely related literature approach to our current topic

advocates a game-theoretic approach as described by [24] and
[19] in which reaching a stable Nash equilibrium solution is
desired. The main focus of this research work is to develop a
generic flow control framework. Our generic framework can
be fine tuned to satisfy a variety of fairness measures such as
the multicast flow reward metric, i.e., allocating bandwidth
proportional to the number of end nodes, or the so-called
max-min fairness metric of [4] defined below.

Definition 2.1: A bandwidth allocation scheme among a
number of competing flows is max-min fair if no flow can be
allocated a higher bandwidth without reducing the allocation
of another flow with an equal or a lower rate.

In this study, we pay special attention to the results of
Athuraliya et al. [1], Graves et al. [14], Kelly et al. [18],
Low et al. [23], Kunniyur et al. [19], Ramakrishnan et al.
[25], and Sarkar et al. [28]. Our formulation of the flow
control problem is best categorized under the optimization
flow control techniques. It aims at maximizing a global,
per link, or per zone set of utility functions defined over the
complete path of unicast and multicast tree topologies. More
specifically, our formulation of the flow control problem is a
convex optimization problem defined over a set of piecewise
linear utility functions. The main advantage of utilizing such
a set of utility functions compared to the previously proposed
nonlinear utility functions is simplicity. Not only appealing
from the complexity stand point, our technique can also satisfy
important characteristics of the well-behaved algorithms such
as guaranteed existence, boundedness, stability, and scalability.
With respect to practicality, the resulting proposed algorithm
can be implemented in real-time by taking advantage of a
binary ECN marking mechanism currently under review by
IETF [25].

In summary, our solution to the formulation of the flow con-
trol problem identifies maximum achievable fair rates for indi-
vidual unicast and multicast sessions sharing the same network
infrastructure. An outline of the paper follows. In Section I1, we
formulate and analytically solve our generic optimal flow con-
trol problem. In this section, we also show how the parameters
of the problem can be fine tuned to provide max-min fairness as
well as multicast flow reward among other metrics of potential
interest. In Section 111, we describe the implementation of our
flow control algorithm based on the utilization of ECN marks.
In Section 1V, we apply our flow control schemes to layered
and replicated media scenarios. In Section V, we numerically



validate our analytical results. Finally, Section VI includes a
discussion of concluding remarks and future work.

Il. FLow CONTROL OPTIMIZATION

In this section, we focus on our generic optimal flow con-
trol problem categorized under constraint convex optimization
problems with piecewise linear objective functions and its solu-
tion. We start from a generic formulation of the problem aim-
ing at providing unicast and multicast flow control for a given
network topology. We then describe centralized, decentralized,
and quasi-centralized versions of our formulation and how they
can be related to rewarding multicast flows and/or providing
max-min fair algorithms.

Assume f flows are sharing a set of links L over a partic-
ular network topology. Further, assume the capacity of link j
where j € L is specified by C;. Each flow ¢ has a maximum
requested bandwidth denoted by X;. Depending on the char-
acteristics of flow ¢ the term X; could vary from a minimum
guaranteed available bandwidth for a restricted flow to the full
capacity of the bottleneck link over a unicast or a multicast path
for an unrestricted flow. Hence, assigning a bandwidth higher
than the requested value X; to flow ¢ leads to capacity wastage
of the set of links utilized by flow 4. In accordance with the lat-
ter assumption, we select the following concave utility function
to represent the fairness of individual flows.
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A. Centralized Flow Control

Assuming an ordered set of bandwidth requirements
X1, Xa,--+, Xy such that X; < Xp < ... < Xy, our formula-
tion of the centralized flow control problem is now described in
the form of the following Linear Programming (LP) problem.
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where f is the total number of flows over a given network topol-
ogy, C; is the capacity of link j, and {W7,---, W;} is the set
of weighting functions associated with the flows. Further, w;;
are defined as
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indicating whether link j is utilized by flow . We note that
different choices of the weighting functions can lead to imple-
mentation of different flow control algorithms. In the theorem
below, we investigate the condition under which the solution to
the problem formulation of (2) satisfies the max-min fairness
metric of [4].
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Theorem 2.1: If the solution to the problem formulation
of (2) is max-min fair by means of Definition 2.1, then
Wi Wy
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Appendix | proves Theorem 2.1.

Next, we set the weighting functions {W7, - - -, W } with the
objective of rewarding multicast flows. We define

i
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where 7; is the number of flow end nodesand i € {1,---, f}.
We note that the weighting functions {W4,---, W;} in Equa-
tion (5) are set proportional to the number of the end nodes of
a flow and the reverse of the number of links traversed by it.
From a practical stand point, the number of end nodes is known
in the case of unicast sessions. In the case of multicast ses-
sions, it can be identified from the specification of the multicast
group membership. While the choice of the weighting func-
tions in Equation (5) does not necessarily yield a max-min fair
solution, it rewards a flow with a larger number of receiving
end nodes and smaller number of utilized links. Other choices
of the weighting functions {W7, - - -, W, } in the formulation of
(2) result in implementing other flow priority mechanisms. For
example, for a case in which discovering the number of links
utilized by a flow introduces a prohibitive overhead, Equation
(5) can be simply changed to

Wi =mn; (6)

The LP problem of (2) can be solved relying on one of the ex-
isting methods such as the LU-decomposition method or sparse
Bartel-Golub method as described in [13]. Alternatively, the
problem may be solved relying on the iterative approximation
method of [2]. Depending on the choice of algorithm and nu-
merical applicability, the average complexity of solving the LP
problem of (2) can be in the order of O((I + 2f)2) where [ is
the number of links over the network topology L and f is the
number of flows. The selection of the weighting functions is
the design consideration that can be offset by the relative im-
portance of priority over max-min fairness.

B. Decentralized Flow Control

Considering the need for accessing global state information
among the set of links of a given network topology as well as
the complexity of the solution to the global problem above,
we reduce the global problem into a set of per link flow con-
trol optimization problems. The set of per link problems can
then be solved independently and with a linear complexity for
both unicast and multicast flows and without requiring to ac-
cess any state information among the links of a given topology.
Not requiring to access state information, however, comes in
exchange for potential estimation of flow fair shares yielding
to sub-optimality. The latter is due to the fact that a fair share



calculated for a flow at a link may be subject to extra limita-
tions or relaxations imposed by another link. We note that for
a set of fair shares calculated over the links utilized by a flow,
the overall fair share of the flow is the minimum of those fair
shares.

Assume f flows are sharing a link with capacity C' and each
flow 4 has a maximum required bandwidth X;. Relying on the
definition of the convex utility function of (1) and assuming an
ordered set of bandwidth requirements Xy, X5, -+, Xy such
that X; < X, < ... < Xy, our per link formulation of the flow
control problem is now described in the form of the following
optimization problem.
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where f is the number of competing flows over a link and
C' is the capacity of the link. We observe that solving per
link optimization problem of (7) does not require accessing
any state information. The problem can be solved utilizing a
similar approach as the one utilized in the previous subsection
and noting the fact that Condition (4) holds. Rather than
relying on the approach of the previous subsection, we select
water-filling approach in order to find the unique solution of
the problem with a lower complexity while satisfying max-min
fairness property of Definition 2.1. We express the water-filling
solution to the LP problem of (7) as

Case 1: If C > 31, X;
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where z; is the bandwidth assigned to the i-th flow and A is an
integer satisfying the following condition
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for X 2. Next, we provide the statement of optimality for
our proposed water-filling approach.

Theorem 2.2: the water-filling solution of Equation (9)
is the optimal solution to the LP problem of (7).

Appendix Il proves Theorem 2.2.

We observe that the water-filling approach of Equation
(9) starts by dividing the bandwidth equally among all of

the f flows until the first flow reaches its maximum required
bandwidth X, then it fixes the assigned bandwidth for the first
flow to X; and divides the remaining bandwidth among the re-
maining flows equally, and so on. Consequently, the flows that
have reached their saturation regions receive their maximum
requested bandwidth while the other flows receive equal shares
of the remaining bandwidth guaranteed not to be less than the
assigned shares of flows in their saturation regions. The method
is hence max-min fair. It is worth mentioning that while the
decentralized flow control of this section may resemble the
work of [5], there are some significant differences. First, we
note that our approach does not work with explicit definition
of max-min fairness. Rather it relies on an optimization utility
function that among other things can lead to max-min fairness.
Further, our water filling solution and its optimality proof are
independent of the work of [5]. We note that the complexity
of solving the LP problem of (2) utilizing our proposed
water-filling scheme at an intermediate node accommaodating
f competing flows, is in the order of O(f). The complexity
is much lower than the complexity of the centralized scheme
not only because of the difference between linear and quadric
complexities but considering the fact that the calculations are
distributed among different intermediate nodes. The lower
complexity, however, comes at the expense of introducing a
sub-optimal solution compared to the centralized scheme.

C. Quasi-Centralized Flow Control

In this subsection, we envision a quasi-centralized flow con-
trol optimization problem that can be solved over local zones.
The idea behind proposing such a scenario is to address the
tradeoff between accuracy of the centralized scheme of Section
I1.A and the practicality of the decentralized scheme of Section
11.B. In such a scenario, the optimization problem of Section
11.A can be solved over the topologies of local zones in which
exchanging state information is not overhead prohibitive. The
minimum fair share of a flow spanning over multiple zones is
the minimum of fair shares calculated over different zones. We
note that such a scheme is both effective and accurate specifi-
cally for sparse topologies in which flows are typically spread
over a local zone rather than the global zone.

We propose the use of designated nodes (DNs) to carry out
the calculations of flow control in each zone. While the DN of
a zone is typically an intermediate node it can also be an end
node. The nodes belonging to each zone are identified using a
simple discovery process initiated by the DN of the zone. The
discovery process relies on the use of broadcast pilot packets
with a specified TTL indicating the depth of a zone centered
around the zone’s DN node. Knowing the set of nodes belong-
ing to a zone, the DN of the zone can determine per zone fair
shares of zone flows using one of the techniques Section II.A.
The fair share of the zones can then be announced to the zone
members if a distributed enforcement of a flow control protocol
is desired. Such a scenario is of interest in highly populated
zones where centralized per zone enforcement of flow control
can introduce a bottleneck. Otherwise, the DN of a zone can
participate on behalf of the zone nodes in a distributed flow
control scheme aiming at the enforcement of a flow control pro-



tocol. In the next section, we describe the details of our flow
control protocol.

The average complexity of the quasi-centralized scheme of
this section is in the order of O((l, + 2f.)?) where [, is the
number of links over the largest zone and f, is the number of
flows in the largest zone. The complexity is better that of the
centralized scheme of Section 11.A and worse than that of the
decentralized scheme of Section 11.B. However, the preciseness
of the scheme is closer to that of the centralized scheme than
that of the decentralized scheme.

Il. UTILIZING ECN MARKS IN THE IMPLEMENTATION OF
THE FLOW CONTROL PROTOCOL

In this section, we describe the implementation of a flow con-
trol protocol based on the results of the previous section for both
unicast and multicast flows.

A. Flow Control Protocol

In this subsection, we propose our flow control algorithm for
a unicast session considering the ECN marking scheme of [25]
along with the mark-based bottleneck estimation technique of
[14] and the scaled shadow prices of [18]. In the next subsec-
tion, we generalize our approach to detect the bottleneck link of
a multicast session. Before describing our approach, we make
note of the differences between our approach and the literature
work cited above. First, the choice of utility functions and the
resulting optimization problems are not related. While our lin-
ear optimization problem is a generic formulation of the flow
control, the nonlinear problems of the literature work above are
formulated to provide max-min fairness. Second, we present
an exact solution to our problem rather than an iterative solu-
tion asymptotically converging to the Lagrange multipliers or
the shadow prices of a nonlinear optimization problem. Third,
because of introducing an exact solution, we also eliminate the
need for providing a discussion of stability regarding the con-
vergence of our approach.

We assume that solving the set of optimization problems of
Section 11.B or Section 11.C yields to an ordered list of per link
or per zone fair shares. While in the rest of the discussion of
this section we describe our algorithm applied to a set of links,
we note that the same exact method can be used to apply our
algorithm to a set of zones. Supposing that an ordered list of
per link fair shares is identified as {1},12,---,1;*} with [} <
I < .- < I3 for a unicast session traversing the set of links
{l1 l2 -+, 12}, we can specify the minimum fair share 7}, of

the session as follows. Defining A = i fork e {1,---,n4},
identifying minimum fair share of a session traversing links
{U;,12,--+, 17"} is equivalent to specifying A; in the ordered
lst of {Ai,,\i, S AR with AL > A2 > - > APk Next, we
note that

3, 2

(DY -+ OEVIF

= O+ GOV +- 4+ (B

k

§ 11
1% (11)
can be approximated by AL for some large number A/ consid-
ering the fact that k < 1fori € {2,---,ni}. Hence, iden-

tifying the bottleneck link of the session is equivalent to con-
veying @, to the end nodes of a unicast session or as discussed

subsequently to the receivers of a multicast session. Assum-
ing that a packet is marked at link ¢ of the underlying session
with probability 1 —exp(—(Xi)"), the end nodes of the session
can obtain an estimate of the minimum fair share of the session
(= In Ek)_W1 at any interval of time by measuring the receiv-
ing rate of unmarked packets Zj, = exp(—®%) in that interval.
Next, we note that numerical implementation of such an algo-
rithm is unstable due to the fact that the value of = for large
N can be either very close to 0 or 1 depending on the value of
A¢ . To overcome the above-mentioned problem, we utilize the
following transformation
i 2 log, (Ci Al 12

Pk gbk( k Ak) (12)
and apply appropriate coefficients bi, C¢ to keep the value of
¢t close to 1. We note that the value of 4 is guaranteed to
satisfy the following inequality

l—e<pl <l4e (13)
for every link 4 of the underlying session and some small num-
ber e by selecting
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imum guaranteed rate of the session, and I}, ., indicates the
capacity of link 4. For clarity, we note that Equatlon (11) under
the transformation of Equation (12) is changed to

B SN+ N 15)
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specifying the number of unmarked packets as
Ex = exp(—®}) (17)

We now introduce the following pair of flow control algorithms
that can be implemented respectively in the intermediate nodes
and the end nodes of a unicast or subsequently a multicast
session relying on a binary ECN marking scheme.

Flow Control Algorithm: Intermediate Node

« Calculate minimum fair share of the link from one of the
algorithms of Section I1.B or Section I1.C.

« Determine the value of \i = 1/1%.

« Compute the values of bi and C} from Equation (14) and
Equation (15), respectively.

« Calculate the value of i from Equation (12).

« Mark a packet with probability 1 — exp(—(yi)) for
some large V.

We note that marking the packets in the last step of the
algorithm above can be done by individual intermediate nodes
or only DNs of individual zones depending on whether the



scheme of Section I1.B or Section 11.C are deployed.

Flow Control Algorithm: End Node
« Calculate the rate of receiving unmarked packets from
Equation (17) for the previous time interval.
o Approximate minimum fair share of the path from the
source as (C / (bi)?*) where 9y = [~ InZ)]Y/V.

We note that it is highly likely for an intermediate node to have
a set of fixed values for b}, and C}, over the life time of a slowly
varying session and conclude that the first step of the interme-
diate node algorithm is likely to be taken only once at the time
of session establishment. One last consideration is that the pro-
posed flow control algorithms of this section are only effective
assuming that the life cycle of a flow is relatively longer than the
time required for communicating the information through ECN
marks. Practically speaking, the algorithms are effective in en-
vironments for which the shortest flow life cycles are at least a
multiple of the round trip times between sender and receivers.

B. Multicasting Implications

In this subsection, we discuss different aspects of protocol
implementation when coping with multicast networks. With-
out loss of generality, we consider multicast tree architectures
with one source and many receivers. We observe that the pro-
posed protocol of the previous subsection can now be utilized
for multicast sessions by considering a multicast session as a set
of virtual unicast sessions with each virtual session consisting
of the source of a multicast session and an individual receiver
of the session. It is worth mentioning that protocol implemen-
tation of the previous section for a multicast session is subject
to the feedback implosion problem. In addressing the implo-
sion problem, we assume that the source of a multicast session
initiates the discovery process of identifying the fair shares by
sending pilot multicasting packets to the members of a multicast
session. The feedback implosion problem can be addressed us-
ing one of the following two alternatives. When the objective
is to access the bottleneck information of a group of end nodes,
the aggregation methods of [21] and [22] can be utilized for ag-
gregating the feedback and sending the response on behalf of
the nodes of the zone to the source of the session. This sce-
nario is specifically attractive if used in conjunction with our
quasi-centralized algorithm. When the objective is to discover
an overall minimum fair share rather than individual minimum
fair shares of the receivers of a multicast session, the technique
of [8] described below can be used. Upon the receipt of polling
packets, receivers of a multicast session set their own timers
with a random value. Each receiver reports its minimum fair
share after having an expired timer only if it has not seen a
smaller fair share value reported by another receiver of the mul-
ticast session.

IV. FLow CONTROL FOR LAYERED AND REPLICATED
MEDIA SYSTEMS

We continue our discussion by elaborating on how the cur-
rent research work fits into the framework of layered or repli-
cated media systems over multicast IP networks. We recall that

such systems have strict real-time constraints and hence have a
need for low complexity flow control algorithms.

Noting the fact that in a layered or a replicated media system
a layer is mapped onto a multicast group, we provide the fol-
lowing briefing to describe a layered media system. Consider
a multicast media session with a partitioning of receivers into
K groups. For a session with N receivers and K groups, each
group k € {1,---, K} consists of Ny, receivers such that N =
Ele Ny For such a media session aset P = {G1|--- |Gk}
is called a partitioning of the receiver set {1,---, N} if Pisa
decomposition of the set of receivers into a family of disjoint
sets. The term group rate is used to denote aggregate receiving
rate of a receiver in the group while the term layer rate is used
to denote transmission rate to a specific layer. For an ordered
partitioning of receivers into K groups with ordered group rates
of g1,92,---, gk such that g; < g < --- < gk the layer rates
of a layered media session are calculated in the form of

91,92 — 91,93 — 92, ", 9K — gK 1 (18)

A receiver in group k subscribes to layers 1 through k receiv-
ing an aggregate rate of g,. Interpretation of the above formu-
lation in case of replicated media streams is also straight for-
ward. For an ordered partitioning of the receivers into K groups
G1,Gs,---,Gk with ordered group rates of g1,92, -, 9k
such that g; < g5 < --- < gk the layer rates are the same
as the group rates. A receiver in group & only subscribes to
layer k receiving a rate of gy,.

We now note that our formulation of the flow control prob-
lem can be applied to a layering architecture described above by
treating different multicast groups associated with different lay-
ers as independent flows. As the result, we observe the pleas-
ant behavior of our centralized algorithm with a flow priority
mechanism implementation based on the number of end nodes
associated with a flow and as indicated by Equation (6). Con-
sidering Condition (4) and paying attention to the fact that for
a layering architecture the relationships Wy, > --- > Wy and
X1 < .-+ < Xy hold, we conclude that our proposed central-
ized algorithm never accommodates lower priority higher band-
width layers before accommaodating higher priority lower band-
width layers. Additionally, we note that the behavior of our de-
centralized algorithm is also the same considering the fact that
the relationships Wy = --- = Wy =1and X; < --- < Xy
hold. However, we make note that both of the above-mentioned
algorithms may partially accommodate different layers of a me-
dia session as the result of total available bandwidth limitations.
While this works fine for a replicated media system, a layered
media system should allow the receivers to modify their re-
porting logic such that the bandwidths of lower priority higher
bandwidth layers are applied to higher priority lower bandwidth
layers resulting in complete fulfillment of the requirements of
higher priority layers one layer at a time.

It is also important to note that considering the mapping of
the layer rates to the aggregated group rates as indicated by
Equation (18), the minimum fair share of a group is the sum of
minimum fair shares of the multicast groups representing spe-
cific layers of that group in a layered media session.

At the end of this section we point out that for small and
large size topologies, the centralized scheme of Section I.A



with a priority mechanism based on the number of end nodes
and the decentralized scheme of Section I1.B can be respec-
tively utilized to specify maximum available bandwidth to in-
dividual layers of a media system. For medium size topologies,
the best choice is represented by the quasi-centralized scheme
of Section I1.C. As an example, the flow control work of this re-
search article can be utilized to relate the flow control aspect of
our previous research work Layered Media Multicast Control
(LMMC) to its rate allocation, partitioning, and error control
aspects as discussed in [31] and [32].

V. NUMERICAL ANALYSIS

In this section, we provide two numerical examples to fur-
ther illustrate centralized, decentralized, and quasi-centralized
schemes of Section I1. While our first example focuses on the
comparison among the three schemes, our second example il-
lustrates the applicability of the schemes to a layered multicast
scenario. With the assumption that all of the bandwidth units
of the current section are the same, we suppress the units. Ad-
ditionally for the example of this section, we denote z; as the
rate of the 4-th unicast session and z;; as the rate of the j-th
virtual session of the i-th multicast session. Accordingly, we
assume an unrestricted unicast or multicast session 4 is request-
ing a bandwidth of X; equal to the capacity of the bottleneck
link over its path to a source. In the case of multicast session 4,
we assume a virtual session j is requesting a bandwidth of X;;
also equal to the capacity of the bottleneck link over its path to
a source. Taking into consideration that the assigned rates of
the virtual sessions belonging to the same multicast session are
the same, the value of X; for a multicast session 7 is related to

the values X;; of its virtual sessions as
Xi = mjn Xij (19)
J

Example 5.1 In our first example, we use the sample network
topology of Fig. 1 and note that the topology is a slightly mod-
ified version of the topology utilized in [14]. The sample topol-
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Fig. 1. Anillustration of a sample network topology.

ogy consists of 6 unrestricted multicast and 5 unrestricted uni-
cast sessions distributed over a total of 21 links. We note that

the 6 multicast sessions consist of a total of 14 virtual sessions.
Table | provides specifications of the sample network as well as
a comparison between the results of our centralized, decentral-
ized, and quasi-centralized schemes. We note that the topology
is partitioned into two zones in the case of our quasi-centralized
scheme. Designated nodes of the first and the second zones are
identified as DN1 and DN2 in Fig. 1, respectively. The first
zone with a depth of 2 links includes 1, I3, 14, I51, Is, lg, l10,
and I;5. The second zone with a depth of 3 links includes I,
l52, l53, l(;, l7, 111, Lo, l13, 114, l16, l17, l13, and l19. The first
four columns of Table | respectively show a virtual session, its
underlying path, its requested bandwidth, and the resulting re-
quested bandwidth of its flow according to X; = min; Xj;.
While the values of the third and fourth columns are the same
in the case of unicast flows, they may differ in the case of multi-
cast sessions. This is due to the fact that the third column value
indicates the capacity of the bottleneck link over the path of a
specific virtual session while the fourth column value is the ca-
pacity of the bottleneck link over all of the virtual sessions of
the same multicast session. The middle three columns of Table |
respectively show the link number, the link capacity, and the set
of corresponding calculated session rates according to our de-
centralized scheme. Note that the values of the seventh column
are sorted in order, corresponding to the value of X; for their re-
lated flows. In Table I, we also compare calculated fair shares of
individual flows resulting from utilizing the centralized scheme
of Section Il.A with those from the decentralized scheme of
Section I1.B and the quasi-centralized scheme of Section 11.C.
In order to reward a multicast session, the flows of the cen-
tralized and quasi-centralized schemes have been calculated by
applying a priority mechanism in which the flow weights are
set proportional to the the number of end nodes associated with
the flow and inversely proportional to the number of links tra-
versed by a flow in order to discourage heavy utilization of the
network resources.

We justify the differences between the results of the three
methods by considering the fact that the choice of the weight-
ing functions in the centralized and quasi-centralized methods
implement closely related flow priority mechanisms while
it enforces max-min fairness in the decentralized method
of Section I.B. We note that the reduced complexity of
implementing our quasi-centralized scheme justifies its sub-
optimality compared to our centralized scheme. We also argue
that from a practical stand point, the use of the decentralized or
the quasi-centralized schemes are most probably the preferred
choices when dealing with large size networks. O

Example 5.2 In order to show the applicability of our work to
layered media scenarios, we utilize the sample network topol-
ogy of Fig. 2 in our second example. We note that there are
four categories of bandwidth in the sample topology of Fig. 2.
In the figure, each category is represented by a different link
thickness and/or shade. The sample topology consists of six un-
restricted multicast and eight unrestricted unicast sessions dis-
tributed over a total of 39 links. The six multicast sessions con-
sist of a total of 21 virtual sessions. We observe that besides a
stand alone multicast session, the sample topology accommo-



TABLEI
THE PATH OF INDIVIDUAL SESSIONS, LINK CAPACITIESALONG WITH DECENTRALIZED PER LINK FAIR SESSION RATES, AND A COMPARISON OF PER

FLOW MINIMUM FAIR SHARES (MFS) FOR THE SAMPLE NETWORK TOPOLOGY OF FIG. 1.

Virtual Path’s Decentralized Per Link Session | Centralized | Decentralized | Quasi-Central.
Session Links Xij X; Link | Capacity Session Rates T; MFS MFS MFS

Zo1 1,3,8 4 4 I 14 2,2,2,2,2,2,2 X0 1.25 2 1.25
T2 1,3,9,15 4 4 ls 9 1.5,2.5,2.5,2.5
T 1,4,10,15 6 | 6 || I3 6 2,2,2 T 4.75 2 4.75
T2 | 1,51,52,53,11,16 | 5 | 5 Iy 6 3,3 T2 1.25 1.25 1.25
T22 1,51,52,53,12,18 b) 5 I51 5 1.25,1.25,1.25,1.25

5o 6 1.5,1.5,1.5,1.5

[ 6 15,15,1.5,15
z3 | 1,51,52,53,11,17 | 4 | 4 || I 6 3,3 73 1.25 1.25 1.25
T41 2,6,12,18 6 5 l7 6 1.5,1.5,1.5,1.5 X4 1.25 1.5 1.56
Tao 2,7,14,19 5 1 5 || Is 1 2,2
x5 2,7,13,18 1.5 | 1.5 lo 4 2,2 x5 1.25 1.5 1.33
Tg 1,3,9,15 4 4 lio 6 3,3 Tg 1.25 2 1.25
7 1,3,8 4 4 I 8 1.6,1.6,1.6,1.6,1.6 X7 1.25 1.25 1.25
z72 | 1,51,52,53,11,16 | 5 | 4 || li» 7 2.33,2.33,2.33
T3 1,51,52,53,11,17 4 4 li3 1.5 1.5
Ts1 2.6,12,18 6 | 5 | lia 5 1.67,1.67,1.67 Ts 1.25 15 1.56
Igo 2,6,11,16 ) 5 l15 10 2.5,2.5,2.5,2.5
T3 2,7,14,19 5 | 5 | lie 5 1.67,1.67,1.67
X9 2,7,14,19 b) 5 li7 4 1.33,1.33,1.33 X9 2.25 1.5 1.56
TA1 1,4,10,15 6 4 l1g 9 1.5,2.5,2.5,2.5 TA 1.25 1.25 1.25
T A2 1,51,52,53,11,17 4 4 lig 5 1.67,1.67,1.67

30

31

32

33

34

35

36

39

Fig. 2. Anillustration of the second sample network topology.

dates two layered media sessions with three and two multicast
groups respectively. While the first media session consists of
the three multicast groups x5, xg, and xg as shown in the first
column of Table I, the second session includes the two mul-
ticast groups z¢ and zp. Table 11 also provides specifications
of the sample network as well as per link results of the decen-
tralized scheme of Section I1.B. The first four columns of Table

Il respectively show a virtual session, its underlying path, its
requested bandwidth, and the resulting requested bandwidth of
its flow according to (19). The last three columns of Table Il
respectively show the link number, the link capacity, and the
set of corresponding calculated session rates according to our
decentralized scheme. Note that the values of the last column
are sorted in order, corresponding to the value of X; for their
related flows.

Next, we compare calculated fair shares of individual flows
resulting from utilizing the centralized scheme of Section IL.A
with those from decentralized scheme of Section 11.B. Table
11 includes minimum fair shares of each flow as the result of
applying centralized scheme of Section II.A with equal flow
weights, centralized scheme of Section II.A with weights set
according to Equation (6), and decentralized scheme of Section
11.B. Note that Condition (4) only holds in case of assigning
equal flow priorities implying that the max-min fairness prop-
erty of Definition 2.1 is not satisfied under the other centralized
scenario.

We anticipate observing similar fair shares but different ag-
gregate utility functions when comparing the results of the first
and the second centralized schemes, respectively. The results
of Table Il are in agreement with our expectations. With the
exception of the assignments of z 4 and =g, we observe a close
assignment of fair shares when comparing the first and the sec-
ond centralized schemes. Further, we observe that the assign-
ment of bandwidth to the flows x5 and z¢ are relatively higher
in the case of centralized algorithms compared to the decentral-
ized algorithm. Considering the implicit priority mechanism




TABLEII
THE PATH OF INDIVIDUAL SESSIONSAND THE FAIR SHARE OF INDIVIDUAL FLOWS FOR THE SAMPLE NETWORK TOPOLOGY OF FIG. 2.

Virtual Per Link
Session Path Xij X; Link | Capacity Session Rates
To 1,5,13,24,33 38.39 | 38.39 I 99.42 24.855,24.855, 24.855,24.855
T 1,4,11,22 31.34 | 31.34 ls 99.80 | 1.21,1.21,1.53,1.58,7.15,84.28
To1 1,5,12,22 31.34 | 31.34 I3 39.33 1.58,7.15,7.18,7.92
Zoo 1,5,13,24,32 38.39 | 31.34 Iy 80.30 31.34
T3 1,5,13,23,31 38.39 | 38.39 l5 95.36 31.34,32.01,32.01
T4 2,7,15,25,35 1.58 1.58 lg 95.77 1.21,7.15,84.28
T51 2,6,14,20,23,30 | 84.28 | 84.28 I 8.14 1.21,1.21,1.53,1.58,2.61
T52 2,6,14,20,24,33 | 84.28 | 84.28 lg 34.40 1.58,7.92
Tg 2,7,15,26,36 1.21 1.21 lg 36.83 1.58,7.15,7.18,7.92
T7 2,7,15,25,34 1.53 1.53 l1o 32.13 1.58,7.92
g1 2,6,14,20,23,30 | 84.28 | 7.15 l11 88.77 31.34
g2 2,6,14,20,24,33 | 84.28 | 7.15 l12 80.97 31.34
g3 2,7,15,21,27,37 | 7.15 | 7.15 l13 38.39 12.7967,12.7967,12.7967
Tgy 2,7,15,21,27,38 | 8.14 | 7.15 l14 84.28 1.21,7.15,75.92
To1 2,6,14,20,23,30 | 84.28 | 1.21 lis 9.35 1.21,1.21,1.53,1.58, 3.82
T92 2,6,14,20,24,33 | 84.28 | 1.21 li6 9.04 1.58,7.15
To3 2,7,15,21,27,37 | 7.15 1.21 li7 8.38 1.58,6.80
Toy 2,7,15,21,27,38 | 814 | 1.21 l1s 8.70 7.18
Tos 2,7,15,25,34 1.53 1.21 lio 36.29 1.58,7.92
To6 2,7,15,26,36 1.21 1.21 l2o 92.87 1.21,7.15,84.28
A 3,9,16,27,37 7.15 | 7.15 lo1 9.62 1.21,1.58,6.83
B 3,9,18,28,38 7.18 | 7.18 Iy 31.34 15.67,15.67
To1 3,8 34.40 | 7.92 lo3 86.40 1.21,7.15,38.39, 39.65
Too 3,9,17 8.38 | 7.92 log 99.20 1.21,7.15,30.28, 30.28, 30.28
To3 3,10,19, 29, 39 7.92 | 7.92 las 1.58 0.3950, 0.3950, 0.3950, 0.3950
Tp1 3,8 34.40 | 1.58 lo6 1.76 0.88,0.88
TDo 3,9,17 8.38 1.58 lo7 9.38 1.21,4.0850,4.0850
Tp3 3,10,19, 29,39 7.92 1.58 log 7.18 7.18
Tps | 3,9,16,21,25,35 | 1.58 1.58 log 8.81 1.58,7.23
l30 94.53 1.21,7.15,84.28
I31 88.24 38.39
l32 94.89 31.34
l33 85.30 1.21,7.15,38.39, 38.55
l34 1.53 0.765,0.765
I35 1.64 0.82,0.82
l36 1.21 0.605,0.605
l37 7.15 1.21,2.97,2.97
I3 8.25 1.21,3.52,3.52
l39 7.92 1.58,6.34

of a layered media architecture and as proposed in Section 1V,
the bandwidths of lower priority higher bandwidth layers can
be applied to higher priority lower bandwidth layers in order
to accommaodate the requirements of higher priority layers one
layeratatime. O

V1. CONCLUSION

In this paper, we studied the solution to the general problem
of flow control for hybrid unicast and multicast IP networks.
We aimed at providing centralized, decentralized, and quasi-
centralized optimal solutions to address flow control among

competing unicast and multicast flows. Relying on the stan-
dard linear programming schemes, our solutions to centralized
and quasi-centralized formulations of the flow control problem
determined maximum allowable rates maximizing a multicast
flow reward metric. Relying on the water-filling scheme, our
solution to the decentralized formulation of the problem deter-
mined the rates satisfying the so-called max-min fairness met-
ric. We pointed out that our low complexity decentralized and
quasi-centralized schemes could be implemented with minimal
ECN marking support from intermediate network nodes. Fur-
ther, we noted that our proposed decentralized technique did



TABLE Il

A COMPARISON OF PER FLOW MINIMUM FAIR SHARES (MFS) OF THE
SAMPLE NETWORK TOPOLOGY OF FIG. 2 AS THE RESULT OF UTILIZING
OUR CENTRALIZED AND DECENTRALIZED SCHEMES. THE WEIGHTING

FUNCTIONSARE SET EQUALLY AND BASED ON FLOW END NODES IN

CENTRALIZED 1 AND 2 CASES, RESPECTIVELY. THE TABLE ALSO
INCLUDES THE AGGREGATE UTILITY OF THE SAMPLE NETWORK FOR THE
CENTRALIZED AND DECENTRALIZED SCHEMES.

Centralized1 | Centralized2 | Decentralized
ZT; MFES MES MES
o 12.7967 | 12.7967 12.7967
1 12.7967 | 12.7967 15.6700
T2 12.7967 | 12.7967 12.7967
T3 12.7967 | 12.7967 12.7967
T4 0.3950 0.3950 0.3950
Ts 71.7133 | 68.7308 30.2800
T6 0.3950 0.3950 0.6050
T 0.3950 0.3950 0.3950
g 0.3950 3.3775 2.6100
T9 0.3950 0.3950 0.3950
TA 6.3600 3.3775 2.9700
TB 7.1800 4.4775 3.5200
Tc 7.5250 7.5250 6.3400
Tp 0.3950 0.3950 0.3950

not require storing any state information in intermediate net-
work nodes. At the expense of storing some state informa-
tion, our quasi-centralized scheme provided a solution closer
to a global flow control solution. Additionally, we explained
how the flow control results of our current work, could be uti-
lized in delivering multimedia content over multicast networks.
Finally, we compared the performance of our centralized, de-
centralized, and quasi-centralized solutions and illustrated their
applicability in two sample network topologies. As a general
framework of distributing multimedia content over multicast
networks, we are currently in process of integrating the results
of our flow control work with the rate allocation, partitioning,
and error control aspects of our Layered Media Multicast Con-
trol (LMMC) work as discussed in [31] and [32]. Relying on
the implementation of our flow control scheme, we are fur-
ther developing a preventive receiver-oriented congestion con-
trol scheme that can be applied to various multicasting applica-
tions including multimedia content delivery.

APPENDIX |
PROOF OF THEOREM 2.1

In this appendix, we prove Theorem 2.1. The proof proceeds
by contradiction. We show that not satisfying relationship (4)
can lead to violating Definition 2.1. Specifically, let us assume
that W W W

A - MNP

x, ~ medygre )
with X; < --- < Xjy. Consequently, in the absence of any
prohibiting constraint, assigning all of the available bandwidth
to flow j leads to the largest value for the the objective func-
tion of the problem formulation of (2). However, the constraint

(20)

z; < X leads to a maximum allocation z; of X;. We assume
that the allocation of flow j is X} with X; ; < X} < Xj.
If there is not enough bandwidth to assign an allocation of
Xy, -+, X1 respectively to flows 1,- - -, j — 1, an allocation
of X to flow j means that a competing flow can be allocated
a higher bandwidth as the result of reducing the allocation of
other flows with equal or lower rates. It, hence, violates the
definition of max-min fairness as provided by Definition 2.1.
QED

APPENDIX Il
PROOF OF THEOREM 2.2

In this appendix, we prove Theorem 2.2. First we note
that for the special case of Ezf:l X; < C the optimal so-
lution is trivially (X1, Xs,...,X). While such a solution
satisfies optimization problem of (7), it introduces an under-
utilized link. Therefore, in the rest of the proof we assume that
sz:l X; > C resulting in a scenario in which at least one of
the flows is not in its saturation region. In this case the optimal
solution satisfies Zle z; = C, otherwise we can find other
solutions yielding larger aggregate utilities according to the fol-
lowing reasoning. Assuming E{Zl xz; = C' < C, there exists
at least one flow j that is not in its saturation region. We note
that adding C' — C' to the rate of such a flow increases the ag-

gregate utility by a value of min( S5, X% ). Therefore, the
J J

optimal solution z* must satisfy the condition Z{Zl z; =C.

In what follows we will prove that (9) is the solution to the
optimization problem posed in (7) considering E{Zl zf =C.
We denote the solution of Equation (9) by z* = (=7, ..., x})
and another feasible solution satisfying the problem constraints
by z = (z1,...,z). Defining f(z) = 327_, Ui(z:), we show
that f(z) < f(z*) forany z # z* and hence z* is the optimal
solution. Instead of working with the vectors z and z*, we
work with the difference vector A = z — z* = (61,...,65)
in which §; can be positive or negative corresponding to the
deviations from z*. Consequently, we can define the following
two ordered sets.

{éil,...,éim; (Sip S 0},
{6.j17""6jr; 6jp > 0}7

(21)
(22)

1 <ty < ... <y
n<j<...<jgr

Combining the facts Y°/_, #; < Cand Y°7_ ¥ = €, with the
expression

f f m r
Yowm=Y @ =Y 16 +Y 6, <C (23)
i=1 i=1 p=1 p=1

we conclude that 37, [d;,[ > >°7_, 65,

Now we will compare the total increase in f(z) with the to-
tal decrease in f(x) due to the A and will show that the total
decrease is greater than the total increase. Assuming i,, and
Jp are greater than h where h is the index defined by (10), we
argue that i,,, < j,. Otherwise considering the fact that the el-
ements of z* are identical for ¢ > h, the second optimization
constraint (z1 < zo < ...zy) is violated by considering an in-
crease in z7 by a value of §;, where jj, is the last index in the



set of positive § values and a decrease in x;,, by a value of §;,,
where i,,, > j,. Now, we can write the maximum total increase
in f(z) dueto A as

ey

p>im X jp<h

i (@5, +05,) —

Ui, (23,)) (24

The second term in the above statement is equal to zero because
all of the z ’s whose jp, is less than or equal to k, are already in
their saturation region and an increase in 3 s will not increase
the value of f(z). The total decrease in f(z) dueto A is

|6, |

m
2 x

Now, we show that the total decrease (25) is greater than the
total increase (24) to f(z). This can be done by multiplying
both Equation (24) and Equation (25) by X; _ and taking into
account the fact that X;, < X;, < ...X; . The result of
multiplying (24) by X is

>

Jp>im

(25)

(26)

Oy Xim < Z 8,

Xy Jp>im

where the inequality holds due to the fact that X;,, < X; . The
result of multiplying (25) by X, is

m m

163, | X,
315, < 37 el
p=1 p=1 P

Again the inequality holds because X;,, > X;, where p €
{1,...,m}. Comparing the results of inequalities (26) and (27)
and keeping in mind that 3~ , |d;,| > >°7_, dj,, we conclude

(27)

that .
j;m ]’m < hgm §;, < Z 16;,| < Z |5’P (28)
Thus, N
j;m X, < I; I;I (29)

Inequality (28) yields that the maximum total increase in f(z)
is less than or equal the total decrease in f(z) implying that the
overall changes in the value of f(x) is negative. Therefore we
conclude f(z) < f(z*). QED
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