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Abstract— In this paper, we present an optimal solution to the
problem of error control in layered and replicated media systems
satisfying real-time delay constraints. In doing so, we rely on
an apriori estimate of loss along with a hybrid proactive FEC-
ARQ scheme to statistically guarantee the quality of service for re-
ceivers. Our optimal Layered Media Multicast Control (LMMC)
solution to a formulation of the error control problem analytically
determines the redundancy assignment of individual groups asso-
ciated with a layered media system minimizing a cost metric de-
fined over wasted bandwidth of redundancy.

Index Terms— Multicast IP Networks, Layered Media, Repli-
cated Media, Error Control, Apriori Estimate of Loss, Statistical
Guarantee of QoS, FEC, ARQ, Optimal Iterative Partitioning.

I. INTRODUCTION

Transmitting real-time compressed digital media over mul-
ticast IP networks has been the subject of heavy research in
the recent years as surveyed by Li et al. in [6] and the ref-
erences cited therein. Replicated media streams approach first
presented by Cheung et al. [2] within the context of DSG proto-
col and layered media streams approach first proposed by Mc-
Canne et al. [9] in the context of RLM protocol following the
work of Deering et al. [4] in the context of multicast routing are
convincingly the two most important methods in this area.

Real-time video and audio have limited tolerance for random
loss within the compressed digital stream. The quality of de-
coded media at a receiver is subject to significant degradation
as the result of excessive loss from network congestion or la-
tency. In order to overcome the loss effects, error control tech-
niques can be used. There have been three general error control
approaches in the context of multicasting. In Retransmission-
based Automatic Repeat reQuest (ARQ), retransmissions occur
only if data can be delivered before the real-time deadline. Two
of such approaches are the error control aspect of LVMR pre-
sented by Li et al. [7] and STORM presented by Xu et al. [15].
In Forward Error Correction (FEC), the source assigns a portion
of its bandwidth for proactive transmission of repair packets to
the receivers. Among the rich set of articles in the literature,
the two most closely related to our work are by Rubenstein et
al. [12] in which the idea of using real-time reliable multicast
using proactive FEC is proposed and Rhee et al. [11] in which a
proactive FEC reliable multicast layering scheme is presented.
There are also hybrid FEC-ARQ approaches suggesting differ-
ent alternatives for proactive transmission of redundant packets
based on retransmission requests. Chande et al. [1] and Chou
et al. [3] proposed hybrid error control systems by augmenting
layered FEC with a pseudo-layered ARQ system. Towsley et
al. [13] and Nonnenmacher et al. [10] respectively analyzed

the advantages of hybrid approaches over a stand-alone ARQ
and in conjunction with local recovery.

The objective of this article is to provide an analytical frame-
work for the error control of layered and replicated media sys-
tems over multicast IP networks. The scope of our work ad-
dresses the issues of media systems’ error control and conse-
quently QoS within the context of Layered Media Multicast
Control (LMMC) protocol. In this study, we assume the ex-
istence of congestion and flow control mechanisms capable of
dynamically addressing inter-session fairness and flow control
issues. A closely related flow control example is given in [16].
Anther related example is given in [14]. Rather, the error con-
trol aspect of LMMC manifests in dynamic distribution of an
available bandwidth among data and redundant traffic portions.
For each individual multicast group related to a layered or a
replicated media system, LMMC specifies the assignment of
data and redundancy bandwidths such that the resulting band-
width wastage of redundancy is minimized. The main contri-
bution of this paper is in the following areas. First, the paper
proposes a method allowing individual receivers of each mul-
ticast group to provide the source with an apriori estimate of
their redundancy requirement in order to statistically guaran-
tee quality of service (QoS). Second, the paper formulates an
optimal control problem aiming at minimization of the wasted
bandwidth considering specific constraints of real-time latency
and the impact of feedback implosion. The paper also provides
a low complexity analytical solution to the formulation of the
problem. It is important to note that the technique proposed in
this paper can be independently applied to both replicated and
layered media systems.

An outline of the paper follows. In Section II, we provide
an analysis of loss relying on a temporally correlated model in
order to provide a statistical guarantee of QoS for the receivers
of a media system. In Section III, we propose an analytical
solution to a formulation of the optimal error control problem
of media systems defined over a cost function indicating the
wasted bandwidth of a media session. Specific formulation of
this section also eliminates the impact of feedback implosion.
In Section IV, we focus on performance evaluation and provide
simulation results along with practical considerations. Finally,
Section VII concludes the paper.

II. LMMC ANALYSIS OF REDUNDANCY

In this section, we focus on the analysis of redundancy for
a replicated and/or layered layered media system. Such a sys-
tem was studied in our LMMC rate allocation and partition-
ing work of [17]. Consistent with our previous work, we con-



sider a media session with an ordered partitioning of
�

re-
ceivers into � data groups �������
	�	�	�� ���� and group data rates
of ������������	�	�	����� such that ������������	�	�	�� �� .

We start by adopting the general notion of round-based deliv-
ery of real-time multicast information for LMMC error control
scheme as proposed in [12]. A round-based hybrid FEC-ARQ
error recovery scheme for delivering multicast information ap-
propriately applies to real-time scenarios in which a hard dead-
line has to be met. This deadline typically has to do with the
availability of data at the playback time in a multimedia appli-
cation. For each receiver, a hard deadline can be expressed in
terms of the available number of rounds. Assuming that a hard
deadline is given by !�" time units for a data group �#" and a re-
ceiver $ in data group � " measures the average round trip time
of a packet from the session source to be %'&(&*) time unit, the
number of available rounds for receiver $ is calculated as

%�+,)*-/. !�"%'&(& )
0

(1)

The available number of rounds for data group � " of a media
session is, then, defined as

1 "�-32,465) %�+ )87 $:9;�<" (2)

Considering the fact that the proposed protocol of [12] requires
a receiver to specify the number of packets going to some inter-
mediate round possibly the last round, our important observa-
tion is that the proposed protocol of [12] is not quite appropriate
for error recovery techniques relying on an apriori knowledge
or estimate of loss. Taking into consideration specific design
issues of LMMC pertaining to integration of its rate alloca-
tion/partitioning aspects with its error control aspect, we hence
propose a new way of providing a statistical guarantee relying
on an apriori estimate of loss.

As pointed out in many research articles, Internet packet loss
typically undergoes burst loss representing temporally corre-
lated loss. This is related to the fact that many of the routers uti-
lized in the Internet have deployed drop-tail routing. The two-
state Gilbert model provides an elegant mathematical model to
capture the loss behavior of real networks. In [18], we introduce
a closed form solution for the probability distribution +>=@?A�CBED
indicating the number of received packets B from the number
of transmitted packets ? under the Gilbert loss model. In our
method of requesting redundant packets, we propose that an in-
dividual receiver $ of a media session data group ��" relies on
the closed form probability distribution +F=@?A�CBED for the Gilbert
loss model given in [18] to provide a per round apriori estimate
of loss. In our analysis, we consider a block recovery prob-
ability of G'" with equal per round probabilities of HI" for the
available number of rounds in data group ��" of a media ses-
sion. Assuming the source of a media session only initiates a
new transmission round for the receivers of data group � " as
the result of receiving at least one NAK from the receivers of
the group, we relate the two quantities as

G " -KJMLN=CJMLOH " DQP�R (3)

yielding
HS"�-TJULWV RX JMLYGZ" (4)

Hence, given the overall probability of block recovery G�" for
data group �#" , the per round probability of block recovery is
calculated from Equation (4). In this scheme, a receiver $ ob-
tains an estimate of required redundant packets by calculating
the expected number of received packets according to its prob-
ability distribution +>=[?\)]�CB�)^D going from one round to another1.
More precisely, for a given block size _ " of the data group
� " and starting from an initial value of the required pack-
ets B �) -`=@abLTJ�D:_ " for receiver $ in the first round where
Jc�Kaedgf , the number of requested packets ?ih ) in round j is
calculated based on Bkh) the number of packets still required by
receiver $ in round j . The value of Bkh) is calculated by deducting
the expected number of arrived packets in the previous rounds
from =[a�LlJ�D*_'" . The overall required redundancy of receiver
$ is, then, calculated as

m ) -l2,4n5o= PkRp
h]q �
?rh ) �]_�"�D (5)

A receiver $ can announce its overall redundancy m ) and per
round required redundancy sequence ��? �) ��	�	�	��]? PkR) � to the me-
dia source. A receiver can utilize the iterative algorithm of [18]
to obtain its required redundancy with a time complexity ofs =^t#_ " D for a calculated number tl�u_ " . We note that the
complexity of such an algorithm is lower than that of a dynamic
programming algorithm

s =^_ �" D .
At the end of this section, we note that LMMC eliminates

the impact of feedback implosion from the discovery process of
the receivers by forcing the receivers to report their redundancy
requirements utilizing a randomly set timer-based scheme as
the one discussed in [13].

III. OPTIMAL LMMC ERROR CONTROL PROTOCOL

Having calculated the required redundancy for individual re-
ceivers of a media multicast group, we now focus on the formu-
lation of the optimal error control problem and LMMC’s analyt-
ical solution to the problem. We formulate our layered real-time
error control problem in a way similar to Layered Multicast Re-
covery (LMR) protocol proposed in [11]. However, we make
note of the differences in the formulation as well as the solution.
We note that unlike the formulation of [11] that is intended for
reliable multicast, the formulation of our problem is within the
context of layered or replicated media systems and is hence sub-
ject to real-time constraints applied to media systems. We also
note that the formulation of the error control problem for reli-
able multicast systems is subject to feedback implosion where
as our formulation is capable of effectively eliminating the im-
pact of feedback implosion. In addition, because of targeting at
providing a set of integrated protocols for media systems, we
rely on an apriori estimate of redundancy. Finally rather than
relying on dynamic programming, we propose a lower com-
plexity analytical solution to the problem within the context of
LMMC error control protocol.

v
We provide a discussion of dynamically requesting redundant packets in-

stead of relying on an estimate of redundancy that is applicable to moderate
size multicast groups in [19].



Due to space limitation, we only describe the highlights of
LMMC error control protocol in this paper. Briefly, we note
that LMMC error control protocol calls for adopting an itera-
tive process when solving integrated rate allocation, partition-
ing, and error control problems in order for the source of a me-
dia system to dynamically adapt to redundancy requirement of
a media session. In each iteration also referred to as a polling
period, the source first detects the number of available rounds
in a data group � " followed by polling the receivers for their
required redundancy. Each receiver then estimates its redun-
dancy requirement and reports it back to the source. Going
from one round to another, only one of the receivers not capa-
ble of recovering the data block with size _<" multicasts a NAK
message to the group notifying the source about the need for
initiating the next round. The proposed mechanism effectively
eliminates the NAK traffic as the overall number of transmitted
NAKs is in the order of number of rounds

1 " . We refer the
reader to [19] for formal description of LMMC error control
protocol as well as integration process of LMMC error control
protocol with LMMC rate allocation and partitioning protocol.

In our error control model for media systems, we associatew " redundant multicast groups with every individual data group
� " . Although we apply a fixed value to the parameter w " in
our formulation, we mention that the choice of w " is a de-
sign parameter with the objective of providing a balance be-
tween bandwidth wastage and overhead of managing multicast
groups. Assuming a block size of _ " for data group � " , the
source transmits _ " data packets to data group � " followed
by x�y R redundant packets on w " independent redundant groups.
From a layering stand point, the formulation of the error control
problem is similar to the two-phase rate allocation and partition-
ing problem of our earlier work in [17]. This means that a re-
ceiver can subscribe to a redundant group only if it has already
subscribed to all of the previous redundant groups. However,
we note that in this case the collection of redundancy groups
��J���	�	�	
� w " � combined together are considered the redundancy
groups associated with data group � " in the rate allocation and
partitioning problem.

In this analysis, we consider a partitioning of the receivers of
data group � " into w " groups according to their redundancy
requirement. For data group � " with

� " receivers, we as-
sociate w " redundancy groups each redundancy group carry-
ing a portion of redundant traffic. For a partitioning z " -
��% � �{	�	�	�� %�y R � of data group � " -|�kJk��	�	�	{� � " � with ordered
group redundancy rates of x � �Cx � ��	�	�	
�Cx�y R such that x � �}x � �
	�	�	r�}x�y R , the layer redundancy rates of a layered error control
scheme are calculated in the form of

x � �Cx � L~x � �Cx��ULOx � ��	�	�	��Cx�y R LOx�y R�� � (6)

A receiver in redundancy group j subscribes to layers 1 through
j receiving an aggregated redundancy rate of x h . If required,
LMMC error control protocol allows receivers to subscribe to
extra redundancy groups only at the beginning of each polling
period. This is necessary to control the overhead of multicast
group joins and leaves considering real-time constraints of me-
dia systems.

In order to formulate a per group error control problem for
individual data groups �#" with ��9���J���	�	�	{����� of a me-

dia session while considering the impact of feedback implo-
sion, we observe that for a block size of _<" in group �<" with
�c9O�kJk��	�	�	
����� , all of the receivers’ reported redundancy num-
bers are in the range of �6J��]_ "�� . The source can, hence, rely on
a hierarchical tree-based feedback aggregation protocol simi-
lar to the one proposed in [8] or [5] to identify the subgroup
of receivers with redundancy requirements matching $ redun-
dant packets in the range ��Jk�]_ "�� . By sending individual polling
packets sweeping the redundancy range �6J��]_ "�� , the source can
effectively eliminate the impact of feedback implosion. Assum-
ing there exists a per data group upper bound on the maximum
number of redundant packets in the form of 2���� ) m ) -��:"
where ��"��T_�" , we formulate the optimal error control prob-
lem of data group �#" of a media session as

2,4n5�{�{������� � ��� R
����� " - 2,465�
�{������� � ��� R

y Rp
h]q �

� Rp
) q ��� h

) =[x h L~$QD (7)

Subject To: x�y R �N_ " (8)

where w " with �u9��kJk��	�	�	{�]� � is the number of redundant
groups associated with data group ��" , the function

�#��� " is
the bandwidth wastage of data group �#" over all of its redun-
dancy groups % h with j�9~�kJk��	�	�	{� w "�� , and � h ) is the weighting
function associated with the number of receivers requesting re-
dundancy $ where � y Rh]q � �

� R) q � � h ) -
� " . It is also important

to note that � h )c- � if x h d¡$ or if a receiver does not be-
long to redundancy group j . Rather than relying on a dynamic
programming approach as suggested in [11], we utilize an ana-
lytical approach in solving Equation (7) with Constraint (8). In
our approach, we introduce an iterative partitioning scheme that
is guaranteed to converge to a local minimum. In our partition-
ing strategy, it is imperative to assign a receiver $ with required
redundancy m ) to the redundancy group % h with the group re-
dundancy rate x h for a set of given group redundancy rates
��x�����	�	�	��]x w "�� , if the receiver bandwidth wastage =[x h L m ) DU¢N�
is minimized for the choice of x h . As the result, we make the
observation that the optimal receiver partitioning strategy has to
assign receiver $ with the redundancy rate m ) to the redundancy
group % h with the group redundancy rate x h such that

���b=@x h L m )£D¤�b=@x�¥\L m )¦D¨§©9O�kJk��	�	�	
� w " � (9)

It is proven in Lemma (II.1) of [11] that for such a partition-
ing of the receivers utilized in LMMC formulation, the optimal
redundancy rate of each partition is equal to the largest redun-
dancy requirement of the receivers of that specific partition, i.e.,

xEªh -l2����)@«�¬\
m )8j�9O�kJ���	�	�	
� w " � (10)

Let us now pay attention to the implication of the latter result
in case of applying an optimal partitioning strategy to a simple
partitioning of the receivers into two redundancy groups. For
an ordered partitioning z " -/��% � � % � � of the receivers � " -
�kJ���	�	�	{�]® � �]® ��¯ J���	�	�	{��® � � with ® � indicating the last receiver
of partition % � and ® � indicating the last receiver of partition
% � , we note that a receiver ° with redundancy requirement m�±
and all of the receivers with greater redundancy requirements
in partition %�� have to move to partition %�� if

®U��= m�²�³ L m�² � DOd´=¦°(LNJ�D�= m�²�³ L m ± � ��D (11)



Likewise, a receiver µ with redundancy requirement m�¶ and all of
the receivers with lower redundancy requirements in partition
%'� have to move to partition %<� if

®¤��= m�²�³ L m�² � DOd·µ
= m�²�³ L m�¶ D (12)

Generalizing these results for an ordered partitioning
��%����{	�	�	�� % y R � of the receivers, we propose the following
iterative algorithm to solve the optimal error control problem
of Equation (7) with Constraint (8).

LMMC Error Control Algorithm: An Iterative Lay-
ered Partitioning Approach¸ Step 1: Start from an initial ordered partitioning of the re-

ceivers by uniformly distributing the receivers among the
redundancy groups. In addition, set the initial iteration
number $£µF-¹� and the maximum number of iterations
$¦µ�ºM»{¼ .¸ Step 2: Calculate the optimal redundancy rates of each
partition % h with j|98�kJ���	�	�	{� w " � from Equation (10)
and the resulting error control cost function

����� " from
Equation (7). Save the previously calculated

�#��� " in
variable ½ � and the currently calculated

�#��� " in variable
½ � .¸ Step 3: If ¾ ¿ � � ¿ ³ ¾¿ � dlÀ or $£µ:ÁN$£µ ºM»{¼ STOP.¸ Step 4: Â\Ã m =6j�- w "ÅÄ�Ã �(Æ µ�ÃÇf�D��

– Repartition groups j�L J and j according to Equation
(11) and Equation (12).

� /* Â\Ã m =6j�- w "ÅÄkÃ ��Æ µ�ÃÈfkD */¸ Step 5: Go back to Step 2.

We note that LMMC error control algorithm moves multiple
receivers with the same redundancy requirements from one re-
dundancy group to another together. We also note that the time
complexity of implementing LMMC error control algorithm iss =[É�_'"�D where É indicates the number of iterations.

Theorem 3.1: “LMMC Error Control Algorithm” men-
tioned in this section converges to a local minimum.

A formal proof is given in [19]. We argue that LMMC
error control protocol is a practical alternative for real-time
media systems from the stand point of the latency observed
in multicast group join/leave operations due to the following
reasons. First, the calculation of the bandwidth for individual
redundant groups is done considering redundancy requirements
of individual receivers. Second, the built-in polling mechanism
of LMMC is responsible for adjusting the number of redundant
packets according to the current loss condition of individual
receivers so that the receivers do not have to subscribe to extra
redundancy groups often. In addition, dropping redundant
groups as the result of having a reduced loss rate does not
entitle a receiver to extra latency.

IV. NUMERICAL ANALYSIS

In this section, we present the numerical results of applying
LMMC error control algorithm to sample data groups in lay-
ered media scenarios. In our simulations of media systems error

control, we compare LMMC results with the results of optimal
LMR (OLMR) algorithm of [11] utilizing dynamic program-
ming and heuristic LMR (HLMR) algorithm of [11] utilizing
uniform distribution of redundancy. In our comparisons, we re-
view the performance of the approaches from the stand point of
tracking minimum value of the bandwidth wastage, time com-
plexity indicated by experiment runtime, and space complexity
indicated by experiment memory allocation. Additionally, we
review the scalability of the techniques by covering a relatively
broad range of multicast group sizes ranging from hundreds to
thousands of receivers. We remind that for a block size _ , num-
ber of iterations É , and number of redundancy groups w , the
per group time complexity of LMMC error control algorithm
is
s =^Ék_�D and that of OLMR algorithm is

s = w _ � D . In addi-
tion, the space complexity of LMMC and OLMR error control
algorithms in our implementation are

s =[_�D and
s =[_ � D respec-

tively assuming block size _ indicates an upper bound on the
maximum required redundancy.

Fig. (1) and Fig. (2) compare sample results of LMMC algo-
rithm with those of OLMR and HLMR algorithms. In each ex-
periment, we have relied on a normal random number generator
simulating receiver redundancy requirements within the range
of �6J�Êc�]Ëk��Ê � . This is consistent with real network traces re-
ported in [11]. Different figures have been obtained for different
choices of block size _ and number of redundancy groups w as-
sociated with a data group. The x-axis of each curve is always in
logarithmic scale indicating different values for the group size�

from the set ��J����r�]Ëk������J��k������Ë��k������J������k�E�]Ëk����������J������k���E� .
Each figure consists of a pair of three curves. The first set of
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Fig. 1. Redundancy cost and runtime comparison of LMMC, OLMR, and
HLMR methods vs number of receivers (N) for Ì =3 and block size of Í>ÎFÏCÐ{Ñ .
curves compare the bandwidth wastage or redundancy cost of
the three techniques. While LMMC and OLMR keep a close
bandwidth wastage across the board, we observe that for group
sizes of J������ or more the bandwidth wastage of HLMR de-
parts from the other two. Considering the results, we note that
HLMR can be effectively used only if the distribution of the re-
dundancy is not highly skewed and the group size is not very
large. Additionally for about Ò��k��� experiments made by us,
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Fig. 2. Redundancy cost and runtime comparison of LMMC, OLMR, and
HLMR methods vs number of receivers (N) for Ì =2 and block size of Í>ÎÔÓ�Õ .

we observed a maximum ÒkÊ cost advantage of OLMR over
LMMC. Considering the fact that a dynamic programming ap-
proach identifies a global optimum where as a gradient-based
approach identifies a local optimum, our experiments indicate
impressive convergent behavior of LMMC. The second pair of
curves display the runtime of the experiments as an indicator
of the time complexity of the three techniques. To our expec-
tation, the complexity of HLMR for a small size group is the
lowest among the three considering its negligible overhead of
computation. In this area, a review of the results reveals close-
ness of LMMC results to those of HLMR and a great perfor-
mance advantage of over OLMR. This is consistent with the
time complexity analysis anticipating a linear dependency and
a quadratic dependency on the value of _ in the runtime of
LMMC and OLMR respectively.

We also note that LMMC error control protocol can be ap-
plied as a reliable multicast technique by considering reliable
multicast constraints instead of real-time constraints. We note
that the results of our experimentations in this area are consis-
tent with the results reported in [11].

Finally, we need to discuss the impact of increasing the num-
ber of layers in solving the global problem of layered or repli-
cated media systems. Considering the layering architecture of
LMMC, we argue that utilizing a relatively large number of re-
dundant multicast groups associated with each individual data
group may be overhead prohibitive from the stand point of join-
ing and leaving multicast groups and as discussed in Section III.
As a cautionary step, our implementation of LMMC error con-
trol relies on utilizing up to three redundant groups associated
with each individual data group.

V. CONCLUSION

In this paper, we studied Layered Media Multicast Control
(LMMC) solution to a formulation of the optimal error control
problem for layered and replicated media systems over mul-
ticast IP networks. We assumed the existence of congestion

and flow control mechanisms specifying a fair bandwidth avail-
able to a media session. We aimed at providing an analytical
solution to a formulation of the problem minimizing the band-
width wastage of individual multicast groups while effectively
eliminating the impact of feedback implosion and providing a
statistical guarantee for the quality of service of each receiver.
Considering scalability of LMMC error control approach, we
showed that the approach could be effectively adopted in dif-
ferent size point-to-multipoint groups. Finally, we evaluated the
performance of LMMC solution and illustrated its applicability
in realistic network topologies through the use of simulations.
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