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Abstract—Most multiuser precoding techniques require ac- gain collapses td for i.i.d. channels [1] or the more general
curate channel state information at the transmitter (CSIT) to isotropic channel [8].
maintain orthogonality between the users. Such techniquelsave Real systems necessarily have imperfect CSI, particusarly

proven quite fragile in time-varying channels because the SIT .
is inherently imperfect due to quantization error and feedback the transmitter. Because the channel state must be estimate

delay. An aiternative approach recently proposed by Maddakali  (usually from noisy training symbols), then quantized to a
and Tse (MAT) allows for significant multiplexing gain in the finite-rate value, and finally fed back over a noisy channa in
multi-input single-output (MISO) broadcast channel (BC) even  specified periodic time-slot, the transmitter will have agled
with CSIT that is “completely stale”, i.e., uncorrelated with the and noisy estimate of the actual channel dtate essence
current channel state. With K users, their scheme claims to lose . . RO
only a log(K) factor relative to the full K degrees of freedom multiuser precoders are relying 9” aphannel predictioheirt
(DoF) attainable in the MISO BC with perfect CSIT for large k. attempt to separate the users into interference-free efgnn
However, their result does not consider the cost of the feeditk, In this paper, we only consider the loss due to the delay and
which is potentially very large in high mobility (short channel finite-rate quantization, and prediction simply means $iate
coherence time). In this paper, we more closely examine the \ho Cs feedback is subject to delay, the applied CSIT is only

MAT scheme and compare its maximumnet DoF gain to single del d dicti fth t ch | stat
user transmission (which always achieves 1 DoF) and partial a (delayed) prediction of the current channel state.

CSIT linear precoding (which achieves up toK). In particular,

assuming the channel coherence time i§ symbol periods and the A Background and Motivation

feedback delay isNt4, we show that whenN < (140(1))K log K ) ) ) o )
(short coherence time), single user transmission performéest, Imperfect CSIT is an interesting topic in both academia and
whereas for N > (1+0(1))(Na+K/log K)(1—log™ K)~! (long industry. Simple multiuser MIMO techniques such as ZF pre-
coherence time), zero-forcing precoding outperforms the ther  coding with limited CSI feedback [9]-[14] have been studied
two. The MAT scheme is optimal for intermediate coherence gyiensively and also implemented in 4G cellular systemy [15
times, which for practical parameter choices is indeed qui a 161. One th tical ob tion is that the feedbackratst
large and significant range, even accounting for the feedb#&c [16]. _ne eoref Ical observa 'On_'s _a elee a(_: _S

cost. scale linearly withlog, sNnrR to maintain the full multiplexing
gain with partial CSIT [10]. However, even with this feedkac
rate, the feedback delay will cause serious degradatiomwhe
the feedback delay approaches (or exceeds) the channet cohe
ence time, causing multiuser precoding techniques to eelaie

) g INTRODUCTlo_N . lower rate than single user ones due to multiplexing gais,los
Interference is a key bottleneck in wireless networks andgardiess of the feedback rate [17]. Primarily becauséisf t

sophisticated interference reduction techniques such s mygnsitivity, multiuser MIMO techniques (also called SDMA)
tiuser MIMO [1], [2], interference alignment (IA) [3] and paye peen largely disappointing in the field and it is widely
network MIMO [4] are of great interest to researchers anghreed they are only of use at very low mobility (pedestrian
|ndu§try. Wh|le t.hese techmques theoretically offer mbﬂql speeds at most) [18], [19].
multiplexing gains, meaning they support more effectively A clever recent work [20] gets around this apparently funda-
interference-free streams, they typically require higaécu-  mental delay limitation by instead exploitipgeviouschannel
rate transmitter channel state information (CSIT) to aghie gpservations to increase the multiplexing gain througheho
said gains. For example, in the case of the broadcast changglyhack, transmission, and receiver cancellation sch&hie
with M transmit antennas anfl’ > M users, the optimal technique, which we term tHdaddah-Ali-Tse (MAT) scheme
multiplexing gain with perfect CSIT and CSIR &/, which achieves a multiplexing gain in a MISO broadcast channel
can be achieved by either dirty paper coding (DPC) [2], [Sht K \yhich is K/log(K) for large K even with

. . . . +3+...++

][6] or e‘éan t;y thoptmal Iggﬁrr Erecodershmclu?l_nglj Z8I%ompletely outdated CSIT. This is nearly as good as the multi

orcing (ZF) [7]. Without any » however, the multiplexy plexing gain of K for perfect CSIT precoding schemes. It was
subsequently shown in [21] that a similar conclusion hotis f

Index Terms—MIMO, channel state information, quantization
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the the X and interference channels using a novel retrospect  { paximum Net DoF
interference alignment scheme. The guiding principle fehi
these results is that with significant feedback delay, cahnn
“predictions” are bound to fail, but channel “observatibcan
be exploited via eavesdropping and feedback to retrodgtive X |
remove interference. ink

A potentially important consideration for these two ap-
proaches is the resources they consume on the feedback
channel. Both [20] and [21] assumed a cost-free infinite rate_
feedback channel. The MAT scheme is primarily of interest
for mobile scenarios, since with (very) low mobility the eon o
ventional channel prediction techniques that achieveuhesf
DoF can be used. Therefore, the MAT scheme still inherently
requires frequent and accurate channel state feedbacktsand
main benefit is that it is robust to feedback delay. The goal pfure 1. The maximum net DoF for MAT, SISO and multiuser ZEqoding
this paper is to determine how much gain (if any) is possib¥ersus the coherence block lengthwith large K. Note the is figure is not
with an outdated/observed CSIT approach, while Correclt&scale (the range of optimality for MAT would be much wider)
accounting for the unavoidable feedback channel overhead.

During the revision of this manuscript, a few other works ) _
also inspired by the MAT scheme have investigated delay&d— 0 is bounded rate CSIT and — oo is perfect CSIT. The
CSIT in various settings. In [22], the authors generaliesl t DOF loss relative to what is reported in [20] is zero as long
idea of the MAT scheme and proposed a new precoder 38 the feedback qmount is suff|C|e_ntIy large. For example, fo
achieve a useful tradeoff between interference alignmedt al¢ = 2 One requiresy > 1 to achieve the; DoF that the
signal enhancement at finite SNR with delayed CSIT. In d§4AT scheme promises. Second, we determine how the sum
namic channel conditions, the MAT scheme with appropria{@edback overhead increases in gnlts of DpF as a funct|0_n of
scheduling was shown in [23] to outperform conventionabzeft: Subtract that from the DoF gain found in step 1 and find
forcing precoding even taking CSI estimation and feedba&¢ maximum net DoF by picking the optimum
error into account. In [24], the DoF region for the two- Interestingly, we find that there are regimes where each of
user MIMO BC with delayed CSIT is derived using théhe three techniques is the best one, where the regimes are
idea of retrospective interference alignment, and exteéndéefined by the coherence tinté and feedback delayq in
to the MIMO interference channel with delayed CSIT andnits of symbol times. Specifically, when the coherence time
output feedback in [25] through a new scheme called retrd. < (1 +o(1))K log K, there is no value of that allows a
cooperative interference alignment. Finally, a novel aghibil- netincrease in DoF from the MAT scheme, i.e., the net DoF is
ity strategy utilizing outdated state information is prepd in strictly less tharl for any K, which can be achieved by single-
[26] for the binary interference channel with finite stafdsne User transmission. Furthermore, whn> (1 + o(1))(Nta +

of these works however account for finite-rate feedback. K/log K)(1 —log™" K)~', the MAT scheme is not able to
outperform ZF precoding in terms of the maximum net DoF.

. However, the MAT scheme does provide an increase in the

B. Summary of Main Result maximum net DoF for the optimal value ofin between these

The main technical contribution of the present paper is te/o extremes. The main result and this tradeoff is summarize
determine thanet DoF provided by the MAT scheme [20] for in Fig. 1.
a K user MISO broadcast channel. The net DoF is the prelogThe intuition behind this result is straightforward. The
capacity term remaining after subtracting off the feedbadk&edback rate for the MAT scheme must be held low in order
DoF consumed (which depends on the feedback rate). Thisnot overwhelm the forward direction rate gain. But fora lo
can then be compared to two other baseline techniques:fégdback rate, the resulting channel quantization errcoipes
the no CSIT single user transmitter that always gets 1 Dddrge and the MAT scheme fails to work well. This primarily
and does not require feedback, and (ii) the partial CSIT-zerapplies to the high mobility (short coherence time) scenari
forcing precoder that gets up to the fuf DoF when the since feedback in that case must be frequent. For suffigientl
CSIT is sufficiently current and accurate. Although manyeothlong coherence times, the feedback delay problem recedes an
techniques could be chosen and compared to MAT, these tesentually the conventional orthogonalizing precodeisabee
provide an instructive baseline comparison, and we camject viable, which approach and eventually achieve the fll
that other single user and multiuser precoding schemesdvolDloF. The MAT scheme fills a useful niche for moderate
result in a very similar tradeoff. mobility/coherence times, which appears to be a quite broad

We start with theK = 2 user MAT scheme, proceed toand relevant regime for reasonable parameter choices. For
K = 3 and finally provide a general result for al. The example, using a standard LTE air interface with four traihsm
approach leading to the net DoF result proceeds in two step®ennas and a carrier frequency2ofGHz, we find that the
in each case. First, we derive the multiplexing gain (DoRhwi MAT scheme is preferable to ZF and single user transmission
finite rate feedback as a function of a parameter 0, where for velocities ranging from about 27 km/hr up to airplanpey




speeds. The DoF is the prelog of the capacity, and is the number
of equivalent channels that carry ralez, P at high SNR.
Il. SYSTEM MODEL Let F(P) denote the total feedback rate, then the feedback
A MISO broadcast channel with/ transmit antennas andoverhead withK' receivers is formally defined as
K single antenna receivers is considered. In this paper, we

assumelM = K for simplicity?. In a flat fading environment, FB(K) := lim 1F(P) ,
this channel can be modeled as P—oo logy P
yolt] = hi[tx[t] + 2], r=1,...,K, (1) Which measures how quickly the feedback rate increases with

i _ ] ) log, P. Finally, we define the net multiplexing gain as
where y..[t] is the received signal of receiver at symbol

time ¢, x[t] € CM*! is the transmit signal with the average DoR(K) := DoF(K) — FB(K).

power constrainfl[x*[t]x[t]] < P, and z.[t] ~ CN(0,1) is

the additive white Gaussian noise. The channel state vettorThe net DoF makes explicit the feedback cost, which is quite
receiverr is denoted byh*[t] € C'*M and the channel stateimportant when comparing approaches that require differin

matrix is defined adi[t] = [hy[t],..., hx[t]]. The channel amounts of feedback, as in this paper.

is assumed to be block fadin#l[t] remains constant over a

block of N symbols, and is comprised of i.i.d. unit variance
complex Gaussian random variables for each block. It fadlow

that H[t] is full rank with probability1. In this section, for clarity, we first briefly summarize two
We consider a delayed finite-rate feedback model. EagBy previous results. Then, we introduce the traditionabze

receiver is assumed to have an instantaneous and perfgeting scheme and modify the MAT scheme to use finite rate
knowledge of its own channel vecthr.[t] 3. It then quantizes feedback.

its channel vector t6) bits and feeds back the bits perfectly to
the BS with delay ofVy; symbols. Notice that we also assume
that the receivers obtain the channel state of all otheivexe A. Multiplexing Gains with Outdated CSIT but no Quantiza-
via broadcasting in the forward channel from the BS. tion Error

The Cha”r?e' §tate quantization IS performed using a flx.edThe DoF with outdated CSIT but no quantization error was
vector quantization codebook that is known to the transmit- .
ter and all receivers. The codebodk consists of2¢ M- given by the following Theorem [20]
dimensional unit norm vector€ = {wi,...,wye}. The Theorem 1.[20] The optimal multiplexing gain with outdated
receiver quantizes its channel vector to the closest qgetiih CSIT is
vector, i.e., the quantization index at timés

1. BACKGROUND

K

DoF*(K) = —— M.
(K) 1+3+...++

qt] = arg {nin%2 sin? (£ (h,[t], w;)),

Note that only thedirection of the channel vector is quantized The optimal DoF is achieved by the MAT scheme which
and fed back, and no information regarding the channghs also introduced in [20], which works as follows. The
magnitude is conveyed to the transmitter. Also, in this papénformation symbols intended for a particular receiver ban
we consider the optimal codebook over any vector quantizatioverheard by other receivers. Even with outdated CSIT fed
codebook in terms of the expected value of the logarithm back by the receiver, the transmitter can exploit this ogartd
the quantization error, i.e., the optimal codebook mingsiz side information to create future transmissions which are
the expected value of the logarithm of the quantizationrerrgimultaneously useful for more than one receiver. However,

The key performance metrics are tdegrees of freedom the result in [20] implicitly assumes the feedback is free.
(also known as thenultiplexing gain, the feedback overhead
and thenet DoF. Let R(P) denote the total average through-
put with transmit powerP. The multiplexing gain withx B. Optimal Vector Quantization

receivers is defined as We now briefly review some basic results on optimal vector

DOF(K) = lim R(P) (2) Quantization in the MISO broadcast channel from [10], [28}~
P—oo logy P [30]. Let & denote the quantization of the channel vett@and
2Diversity qai be achieved when K > M ( lection) orM 0 denote the angle betwednandé. For the optimal vector
Iversity gain can pe achieved wnhen user selection) o
K (antenna selection), but those only affect the SNR and weirgerested codebook, the lower and upper bound to the expected value

in the multiplexing gain. Furthermore, wheR > M, the opportunistic Of the logarithm of the quantization error are given by [10]
beamforming will achieve nearly optimal degrees of freedbfmwith small
feedback overhead [27], biif needs to grow witlBNR which is not assumed . + log, e

MQ T < En [ logy(sin®0)] < Q]\/[igf 3)

in this paper.
SNote that since each receiver is assumed to have instangneod

perfect knowledge of its own channel vector, the cost of okhrraining The upper bound follows from Lemma 6 in [10] and the proof

and estimation error is ignored.

4The CSI broadcast cost in the MAT scheme can be incorporatedttie n Append_lx A. The lower bound in (3) S|mply follows from
analysis without changing the general conclusions. Lemma 3 in [10].




C. Zero Forcing with Delayed Finite-Rate Feedback B, i.e.,x[2] = [up vg]". At receivers, we have

~In thltle slt(;]W fa;(rjling sr(]:enario \t/yrgzr? tzi-fee?bmkdq?ay yal2] = ki [2Jup + hay[2Jvp := La(up, vB)[2],
is smaller than the coherence ti raditional “predictive” o * o

precoders can be adopted. In this paper, the standard zero- yp[2] = hin[2us + hp[2vp = Lp(us, vp)[2]
forcing scheme (ZF) is considered, since the multiplexiaipg ReceiverA feeds back its quantized channel vector2] =

is of interest and the zero-forcing scheme can achieve thie[2] é42[2]] .

full K multiplexing gain with perfect CSIT [7], [10]. The ZF A key observation is that because the channel mdfjx]
scheme proceeds as follows: at the beginning of each bloikfull rank with probability1, if receiver A has the equation
each user quantizes its own channel vectorQtobits and Lp(ua,v4)[1] overheard by receiveB, then it has enough
feeds back the quantization index. The transmitter reseivequations to solve for its own symbals, andv4. The same

the feedback with delayyy and uses zero-forcing precodingstory holds for receive3. Therefore, the goal of the second
based on the quantized and delayed CSI over the remainiitpse is to swap these two overheard equations through the
N — Niq symbol times. Following the analysis in [10], if thetransmitter.

quantization rateR is scaled as) = a(K — 1)log, P for Phase two: Swapping the overheard Equatiofisis phase

a > 0, the DoF with the ZF scheme & has one symbol time in the block 3. Since we assume the
feedback delay is one block duration, the quantized channel
DoFz(K) = (1 — %) (aAN1)K, vectors at symbol timé and2 are available at the transmitter.
N Thus, the BS can transmitp(ua,va)[l] + La(up,vp)[2],

and the feedback overhead #<5=1)  Therefore, the net -8 X[3] = [Li(ua,va)l] + La(up,vp)[2] 0]7, where
DOE is N B(ua,va)[l] = gy [Hua + €py[ljva and La(up, vp)[2] =

e%1[2lup + €%,[2]vp. Receiver observes
(e A1)N + (K — 1) A .
N > | yal3] = i3] (Lo (uwa,va)t] + Laus, vp)[2])
(4)

ys[3) = b 3] (Lp(wa, o)1 + La(up, vp)[2])
When N > Ny + K — 1, the net DoF is positive and has a o . ) o ]
maximum value off (1 — NfdJJrval) with o = 1; for N < The transmission scheme is summarized in Fig. 2. Putting all

B0z (1) = K¢ (0 11) -

Nig + K — 1, the maximum net DoF i§. these received equations together in matrix form, for xexei
A we have
1 h*q[1 h*,[1
D. Exploiting Outdated CSIT via Delayed Finite-Rate Feed- ZiH _ Aé[ ) AS[ ) [uﬂ
back ) * Ak * Ak v
yal3] Wi Blep 1] ki [Blep,]] U4
In this subsection, we consider the MAT scheme with finite 0 0 o
rate CSI| feedback. Since the interference-limited case and X * uB
multiplexing gain are of interest, Gaussian noise is omhifte * hA1J2] hAQP] vB]’
P 99 ' Ry [Blea (2] iy Blehs[2]] V7

simplicity. Also, the feedback delay is assumed to be idanti

to the coherence time in the description, i = N, but réwritien in a simpler form as

the MAT scheme can be extended to the general caseu,let yall] S
and v, denote the symbols from two independently encoded y = | ya[2]/|ha[2]| | = HY, [ZA] +1I3 ZB , (5
Gaussian codewords intended for receivefhe transmission ya[3]/|ha1[3]] A LB

scheme consists of two phases, which takes three symbd ti
over three consecutive blocks in total as shown in Fig. 2.
Phase one: Feeding Receiveihis phase has two symbol

times. In the first symbol time of block 1, the BS transmitg, = 5_4inensional vector space. The intended symbols
the two symbolsus and vy, intended for receivet, i.e., ua and v,y Of receiver A are sent along the vectors

— T R
X[l = [ua va] - At receivers, we have W1 0 k58165, (1] and  [W,[1] 0 b, [81ek, 01l
yall] = B [ua + his[1]va i= La(ua, va)[l], respectively. The unintended symbolsg and uB are
(1] = W (1 + hao[1oa = Li(ua, va)[1] sent along the vectors[0 h%,[2] h*%;[3]é¢%:[2]] and
YBLI = B[t T AEalHle4 = LpltA, VAL [0 h*5[2] h*Al[B]é*AQm]T respectively.
ReceiverB measures the channel and obtains perfect knowl-If the quantization error i9), then the quantized channel
edge of its channel vector. It then quantizes the chanmlctoré 4[2] is in the same direction as the true channel vector

rWTﬁerte‘B denotes the interference from transmitting symbols
intended for receiverB. This equation has an interference
alignment interpretation. The received signgly lies in

vector and feeds back the quantization index. &gfl] = ha[2] and thusup andvp are sent along the same direction.
[és1[1] éB2[1]]T denote the quantized channel vector of relherefore, by zero-forcing the interference, receidehas?2
ceiver B. interference-free dimensions. Also, due to the CSI brostdca

Similarly, in the second symbol time of the block 2, the B§om BS, receiverd knows the quantized channel vecéos(1]
transmits the two symbols,z and v, intended for receiver Of receiverB. Therefore, receiver A can recover its intended

symbolsu, andwv, by solving two independent linear equa-
Swe adopt notatiorz A b = min{a, b} anda V b = max{a, b}. tions. Similarly, for receivem3, it also has2 interference-free
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Figure 2. Block diagram of the MAT scheme with quantizatioroefor K = 2.

dimensions and can recover its intended symhgisandvg. Theorem 2. For the two user case, if the quantization rate
All in all, we recover4 symbols using3 symbol times and @ is scaled as) = alog, P for any o > 0, the multiplexing
thus achieve% degrees of freedom. gain under the MAT scheme fél;—o‘) A%

However, it is easy to see that with finite rate feedback, the
guantization error is in general nonzero and thus less §1an
degrees of freedom will be achieved.

Proof: See Appendix C.
[ |
In Theorem 2, we requirec > 0 in order to ensure that
Q — oo as P — oo. However, ifa — 0 then the asymptotic
IV. MAIN RESULTS multiplexing gain is2 in the boundedy case. Therefore we
In this section, the impact on the DoF of accounting fazonclude that for alkx the multiplexing gain is betweegq and
finite rate feedback is investigated for the MAT scheme, ar%i Whena > 1, the full multiplexing gain% can be achieved,
then compared to single user and ZF transmission. We fivghich recovers the result in [20]. Finally, we note that when
start with the two user case, then move to three users amd % the multiplexing gain becomes less tharwhich is
finally generalize to thel{ user case. The proof techniquesess than the no CSIT case (i.e., single user transmission).
are essentially the same, but the details of #ie= 2 and The following lemma characterizes the feedback overhead
K = 3 cases are instructive to understand the general caseequired by the MAT scheme.

Lemma 2. For the two user case, if the quantization raeis
A. Two User Casell =2 scaled ag) = alog, P for o > 0, then the feedback overhead
We first consider the two user case as introduced in Sectigfder the MAT scheme i o.
II-D. The following lemma relates the multiplexing gain o proof: From the transmission scheme, it can be seen that

the singular values of interference matilix. receiverA has to feed back its channel vector at symbol time
Lemma 1. For the two user case, the DoF with the finite-rat¢ ©f block 2 to align the interference; while receiv8r has
feedback MAT scheme is to feed back its channel vector at symbol timheof block
) 1 to align the interference. Therefore, over tatablocks, 2

DoFuar(2) = 2. 2 ( lim E [10g2(02)] v (_1)> channel vectors must be fed back. It follows then the agdeega

3 3 \Po logy P ’ feedback rate is;% alog, P bits/slot and thus the feedback

e 2

wherea, > 0 is the second largest singular value Bf. overhead is;; a. -

Combining Theorem 2 and Lemma 2 gives the net DoF as
Proof: See Appendix B.

m DoRuar(K =2) = DoF(K)— FB(K)
From Lemma 1, we can derive the following theorem which _ 2 (1+ N — la) A2 - g)
relates the multiplexing gain to the quantization accur@gy 3 N N’

which is the feedback rate per user per feedback interval.
: : which has a maximum of%



are used for transmitting the symbols only intended for user

Lo ‘ ‘ ‘ . , - A and thus there is no interference.
14} L7 1 Without quantization error, the rank af; » is 5 and thus
"""" g the interference lies in &dimensional subspace. Therefoe,
12 r ," | degrees of freedom amond symbol times can be achieved by
ST YT R— 2 a2 zero forcing the interference for each user. With quaritzat
5 . error, the interference will spill out of th&-dim subspace
£ 08 ) 1 and the zero-forcing scheme cannot eliminate all the inter-
= osl A | ference. Similar to the two user case, we have the following
=" K e lemma relating the multiplexing gain to the singular valoés
04l L REvere MAT(N=o) | I of{or,...,on}
[' ----- SIso , . . . .
o2l ' ] Lemma 3. For the three user case, the multiplexing gain with
N the finite-rate feedback MAT scheme is
o ! ‘ ‘ ‘
° 10 Cohezr(()e%ce Block L:r?gth:N o0 50 DOFMAT(?)) _ E _ i ? lim E [10g2 (0'12)] V (_1) )
11 11 —\ P logy P
5;?;‘{;’93¢ohgl‘eic“;a§;(’j;ﬁ‘<”?eﬂ§§v'?°F of MAT, SISO and ZF fir = 2 with Proof: The proof is similar to that of Lemma 1 and
omitted for conciseness. ]

From Lemma 3, we can derive the following theorem which
For comparison, let us consider single user transmissiglates the multiplexing gain to the quantization accur@cy
(SISO) and zero-forcing. For single user transmissions it
easy to see that the net DoF lis since no CSI feedback is
needed. For zero-forcing, according to (4), whién> Ngg+1,
the maximum net DoF is

DoFzr(K = 2) =2 (1

Theorem 3. For the three user case, if the quantization rate
Q is scaled as) = 2alog, P for a > 0, the multiplexing
gain under the MAT scheme 852220 5 18,

Nig + 1> Proof: The proof is similar to that of Theorem 2 and

omitted for conciseness. [ |

The feedback head is given by the following | .
which is achieved by choosing = 1; for N < Ngg + 1, it is © teecback overhead Is given by the foflowing lemma

0. Lemma 4. For the three user case, if the quantization rate
When N < 2, the maximum net DoF with MAT is no @ is scaled asl) = 2alog, P for a > 0, then the feedback
greater tharl and thus the MAT scheme cannot provide a n@verhead under the MAT scheme i a.

gain in DoF compared to SISO fd = 2 and any value of Proof: From the transmission scheme, it can be seen

o When N > 3Nfd.+ 2, the maximum net DoF with MAT that the key role played by the feedback is to ensure the
IS Ie;s than th_at with ZF, and t.hus the MAT scheme canngie orence in the future transmissions always lies inthe
provide a maximum net DoF gain fat = 2. Hc_>wever, When dimensional subspace. Therefore, each receiver has to feed
2= N < 3N.fd+2’ the MAT scheme can provide a MaxiMuNhack its channel vectds times to inform the transmitter its
net DoF gain compared to SISO and ZF fKr = 2 with specifics-dimensional subspace. Thus, ovérV total symbol
optimal yalue ofa = 1. Fig. 3 present numencal resu“S.OfimeS,15 channel vectors must be fed back in total. It follows
the maximum net DoF for the three techniques respectively, he total feedback rate &% o log, P bits/slot. -

The feedback delay is assumed to Ng; = 100 for clarity. Combining Theorem 3 and Lemma 4 gives the net DoF as
The actual feedback delay depends on the system design. For

example, in a narrowband channel with symbol rdie KHz, DoRyar (K = 3) = DoF(K) — FB(K)

Nia = 100 means the feedback delay ismsec. From the 6 <(1 N 9N — 5 5 ))

figure, it can be seen that the MAT scheme does provide a net T
DoF gain for2 < N < 302, which is a significant range.

When N > 3, the net DoF has a maximum df3N-5),
B. Three User Case otherwise, the maximum net DoF 41%
The maximum net DoF with SISO is still and according

In this subsection, we extend to the three user case. '%8' . .
. ’ . : 4), whenN > N, 2, the maximum net DoF with ZF
cording to [20], the MAT scheme takdd symbol times in for(K) —3is fd +

11 consecutive blocks. The received signal of ugeover the N 5
total 11 symbol times can be written in matrix form as DoFzr(K =3) =3 (1 — f‘}\;r >

o * t ot
ya=Hjus +1p clup,ucl, which is achieved by choosing = 1; for N < Ny + 2 it is

whereuy is a6 x 1 vector of symbols intended only for usero.

A, HY is a1l x 6 matrix with rank6, andIj - is a1l x 12 When N < 22, the maximum net DoF with MAT is no
interference matrix. Notice thdf; ~ must contair2 zero row greater tharl and thus the MAT scheme cannot provide a net
vectors, since among thel symbol times,2 symbol times gain in DoF compared to SISO fdk = 3 and any value of
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Figure 4. The maximum net DoF of the MAT, SISO and ZF fgr= 3

with varying coherence block lengtN.

Lemma 5. For the K user case, the multiplexing gain with
finite rate feedback MAT scheme is

DOFMAT(K)
p K "HE [ E[logy(0?)]
=—=—-= Z lim ————= Vv (-1)].
T T P—oo  logy, P
1=T—D+1
Proof: See Appendix D. ]
The following lemma relates the singular vaIuesI(?L:
{or-py1,...,00_p/Kk} to the quantization errasin? 6.

Lemma 6. For the K user case andl' — D +1 < i <
T-D/K,

0
- sn?h< i< _ in?2 Z
T—DJ sin®f < o7 <4(T — D/K)sin 5

holds with probability approaching té as @ — oo.

Proof: See Appendix E. [ ]
The following theorem generalizes Theorem 2 and Theorem

. . .3
a. WhenN > UNutl2 ‘the maximum net DoF with MAT is

less than for ZF. The useful range therefore is

Theorem 4. For the K user case, if the quantization rate
is scaled as) = a(K —1)log, P for a > 0, the multiplexing

30 11Ngg + 12 . _
- <N +, gain under the MAT scheme (SH(KTDO‘ A 1) DoF*(K).
for which the MAT scheme can achieve a maximum net Proof: See Appendix F. ]

DoF gain. Fig. 4 shows the maximum net DoF for the three When o > 1, the optimal multiplexing gain without

techniques for a feedback delay &f;y = 100. The MAT
scheme provides a net DoF gain in this casebfer N < 222.

C. GeneralK User Case

In this subsection, we generalize the previous results
K — KD
the K user case. Letm = whereD, T € N.
According to [20], the transmission scheme for tReuser
case taked’ symbol times inT" consecutive blocks, and the
received signal for used overT symbol times can be written

in matrix form as

whereuy is aD x 1 vector of symbols intended for use,

feedback rate constraint DofE) can be achieved; while if
o< a* = (Hl/lz/ff;f/%ﬁK_l), the multiplexing gain drops
to less thanl and outdated CSIT becomes useless.

The feedback overhead is characterized by the following

theorem, which generalizes Lemma 2 and Lemma 4.

!Bmma 7. For the K user case, if the guantization ratg is
scaled as) = a(K — 1) log, P for « > 0, then the feedback

overhead with the MAT scheme %ﬁz%&ﬂ;/}%\f{)a

Proof: From the transmission scheme, it can be induced
that the key role played by the feedback is to ensure the
interference for a particular user in future transmissalnsys
lies in a (T — D)-dimensional subspace. Therefore, each
receiver has to feed back its channel vedfbr— D) times to
inform the transmitter its specifictl’ — D)-dimensional sub-

u/y is a(K —1)D x 1 vector of symbols intended for USerSspace. Thus, over totaf T symbol times K (T — D) channel

other thanil (the subscript/A means all other USers exCePhectors must be fed back. It follows that the feedback rate
user A); HY is aT x D matrix with rank D, and I/A isa jg K(Kfl)(1/2+---+1/K)a10g2P bits/slot. Finally, the theorem

K)N

. ) X . (F1/21..+1/] 7
T x (K —1)D matrix. Notice thafl;, contains® zero row follows 6y invoking the definition of feedback overheadm

vectors, since among th& symbol times,% slots are used

for transmittingD symbols only intended for uset.

Without quantization error, the rank f , is (7' — D) and
thus the interference lies in @ — D)-dimensional subspace.
Therefore,D degrees of freedom for each user can be achieved
by zero forcing the interference. With quantization error,
some interference will spill out of th€l' — D)-dimensional
subspace and the zero-forcing scheme cannot eliminateeall t

Combining Theorem 4 and Theorem 7 gives the net DoF
as

DoFyar (K) = DoF(K) — FB(K)

_ N+a(E-1)(N-K(1/2+...+1/K))

B (14+1/24+...+1/K)N

K(N —a(K -1)(1/2+...+ 1/K))
(1+1/2+...+1/K)N

A

interference. Similar to the two and three user case, we havi

the following lemma, which relates the multiplexing gairthwi

the singular values onA: {o1,...,071}.

WhenN > K(1/24...+1/K), the net DoF has a maximum

K(N—=(K-1)(1/2+..+1/K)). ; ;
value of R AN otherwise, the maximum
net DoF |sm, which is worse than SISO.



The maximum net DoF with SISO is still and according Comparing it to the result with digital (quantized) feedkac
to (4), whenN > Ny + K — 1, the maximum net DoF with we see that the net DoF with analog feedback is almost

ZF is the same as the maximum net Dok & 1) with digital
_ N+ K -1 feedback. Therefore, the tradeoff between coherence time,
DoFzr(K) = K (1 TN ) feedback rate/delay, and the transmission techniquesrshow
L . . in Fig. 1 ins th ith log feedback. Note that
which is achieved by choosing = 1; for N < Ngg + K — 1, n 79 remains ihe same with analog feedbac oe tha

the digital feedback appears to be more flexible than analog
feedback, since it can adjust to meet the feedback rate

. . nstraints and achieve a gradual degradation of net Dole whi
a range where the MAT scheme is worthwhile in terms (ngo 9 9

the maximum net DoF. Whedy < KGE=D1/2+.+1/K) _ analog feedback is only feasible when feedback overiﬁ%\d

. K-(1+1/2+..+1/K) — s supportable in the feedback channel.
(14 0(1))K log K, single user SISO is better, while fo¥ >

(L2 IO N EIL — (14 0(1) (Nea + K/ Tog K)(1 —
log™* K)~! , zero forcing is preferablé. The MAT scheme

is the best for all other values df when using the optimal  TNis subsection translates the previous analytical resuto
value ofa = 1. rough design guidelines for a real-world system. To be con-

Fig. 1 provides a visual summary of the main results. Weete, we adopt the parameters used in the 3GPP LTE standard

fix the number of userdd and vary the block durationv, [16]- The carrier frequency is chosen to e = 2.1 GHz

and plot the maximum net DoF attained by the MAT, singl@nd resources are allocated to users in “resource blocks” in
user transmission (SISO), and zero-forcing (ZF). The thréee time-frequency grid consisting @2 subcarriers, spanning
different channel coherence time regimes can be immegliatéP0 KHz in frequency, oveil4 OFDM symbols, which spans
observed: (i) short coherence tim® < (1 + o(1))K log K), 1 msec in time. Therefore, a data symbol slot is effectively
(i) moderate coherence timél(+ o(1))KlogK < N < (1+ Is= 1/168 msec since there afe x 14 = 168 symbols sent
0(1))(Neg + K/ log K)(1—log ™' K)~1), and (iii) long coher- in a msec. The ty_pica_ll CSl feedback delay is assumed to be
ence time V > (1+0(1))(Na+ K/ log K)(1—log ' K)~1). an LTE frame, which isl0 msec, saViq = 10 x 168 = 1680

One would prefer to choose SISO for (i), MAT for (ii) angsymbols. Assuming the standard relation between channel

it is 0.
As in the K = 2 and K = 3 case, we can identify

E. Design Guidelines

ZF for (iii). coherence time, Doppler spread, and user velagitye have
v = ﬁm/s, wherec is the speed of light. Then, based on
D. Analog vs. Digital Feedback the results in the previous section, approximate regimesevh

he MAT scheme achieves a net DOF gain are summarized
Table I. We caution against taking this table too literall
ince other factors not modeled in this paper will play a iole
he regimes of optimality, but nevertheless it appears tthat
MAT scheme provides a net DoF gain for a very large range
G[t] = VPH[t — Ngg] + Z][t], of mobility. The upper limit is where the mobility is so high
. . that it is better to switch to simple single user transmissio
yvhereG[t] IS the r_ecelv_ed ch_anne_l state_ feedback aid Wlwereas the lower bound on verl)ocity rgepresents the crossing
is the Gaussian noise with unit variance in feedback channel. di We observe that as the number
As HJt] is composed of i.i.d. complex Gaussian with uni Gint over to ZF precoding. . :
f antennas (and thus users) increases, ZF precoding takes o

variance, the optimal estimator of CSl is the MMSE eStimat%creasing role since its maximum achievable DoEKisvs

An alternative way to feed back CSI is analog feedbac
where each receiver feeds back its channel velafoby ex-
plicitly transmitting A/ complex coefficients over an unfade
additive Gaussian noise feedback channel:

given by MAT’s K/ log K and thelog K gap becomes more significant.
- VP
H[t — Nig] = —= Gt
[t = Nl = 775 Gl V. CONCLUSION
where H[t] is the estimator of true channel stdft]. Since  In this paper, we studied the MAT scheme with finite

we are interested in the scaling rate of the feedback ra@e feedback and compared it with the two other commonly
with respect tolog, P as P — oo, the estimator noise canused transmission schemes (single user transmission amd ze
be neglected and the CSIT is accurate and only subjectfescing). We established the regimes where each scheme
feedback delay. Therefore, the DoF with noiseless analogtperforms the other two in terms of the maximum net DoF
feedback is the same as that with accurate CSIT, and the sang found that the MAT scheme is useful in the intermediate
feedback overhead i&-. Then, the net DoF is given by coherence time regime which is a quite significant range
K(N-K1+1/2+...+1/K)) for_pragtu:al parameters. Th_e downllmk.tralmng and chdlinne
, estimation error are not considered in this paper. In facgm
1+1/2+...+1/K)N be shown that the downlink training cost only affects the DoF
DoFr(K) = K (1 — M) _ by a product terml — £ which is close tol becauseV > K
N in practice, and the channel estimation error is negligdile
6 N L high SNR. Future work could consider more realistic fading
Note that we implicity assumé&/yy > K log K, which is generally true . . .
in practice. Refer to the Section E Design Guidelines forghactical value Channeland fe_eqbaCk models and non-asymptotic metres “I_(
of Ngg. throughput at finite SNR. We assume such considerations will

DoFyar (K) =




Table |
APPROX RANGE OF OPTIMALITY OF THEMAT SCHEME WITHLTE-LIKE PARAMETERS, SEESEC. IV-E

Number of antennagl | Coherence timéV | Coherence tim&@. (msec) | Velocity v (km/hr)
2 2 < N < 5000 T. <30 v > 17

4 7 < N <3200 0.04 <T. <20 27 < v < 12,000
16 46 < N < 2400 03<T. <14 36 < v <1900

change the trade-off boundaries, but expect that the genehg remaining nonnegative park§\3; (d) follows from the
trends and conclusions of this paper will hold. definition of Frobenius nornj - || 7; (e) follows from the fact
thatminUA:Ui‘UA:I ||IBUA||F = O'%.

ChooseU4 to be the last2 columns ofV, i.e., Uy =
V(2 : 3), the lower bound is achieved. The interference power
therefore becomes

APPENDIX
A. Proof of (3)
By Lemma 6 in [10], the quantization errein? # stochas-

gcally dominates the random variable whose cdf is given det (12 + §IBUAU*AI*B) =1+ gag @)
y
Then, by the definition of multiplexing gain in (2), we have
Q. M-1 -
FZ<Z>={ 2 ; °§;<2 DOFA(2)
s z M—-1
_ _ iy Elogs det (L + £HAUAULHY, + 15U, ULTE))
Using this fact, we have = 3log, P
~ o0 P * Tk
Eg [—log,(sin®0)] <E {—logQ(Z)} = / P(Z<27%)dz _ lim E [log, det (I + $15UAULT})|
0 P—oo 3log, P
/ Py _ Q+logye @2 _ 1, E [log, det (I + £1pU4 UL T;)]
M—1 3 3 P-ooo log, P
2
B. Proof of Lemma 1 ® 2_1 li M V. 0)
Proof: As can be seen in (5), in order to achieve the 3 3 \Poe logy P
maximal multiplexing gain, receiver A must attempt to zero- 1 | E [log,(03)]
- — = hm ———==Vv(-1) ],
force the interference, i.e., "3 3\Pse  log, P

where (a) follows from the fact that the rank oH,Uy4

is 2 almost surely and that the signal power dominates the
whereU?, is a2 x 3 zero-forcing matrix. The rank diy must interference power whe — oo; (b) follows from (7) and
be 2 to recoveru andwva. Then, the average throughput ofet P — oo. Finally, the proof is completed by considering

* x| U s |U
Ulhya=U,H} L}ﬂ + Uyl Lﬂ )

receiverA can be derived as receiver B similarly. ]
Ralf) C. Proof of Th 2
1 det (I + PHAULULHY + 215U, UL L) | 0 o0 OF Theorem o
= gIE log, et L PLU U Proof: From Lemma 1, the multiplexing gain can be
et (I + 51 U4 U, I}) derived as
Define the singular value decompositibp = UXV*, where 2 2/ . log,(03)
;} = diag{o1, 02} an_d Uy is_ chosen_ by canc_eling as _much DoF(2) = 373 <PlgnooE [ﬁ} v (—1)>
interference as possible. Using matrix analysis, we caivaler .
p N @2 2 lim E [log,(sin” 6)] v (=1)
det (Ig + EIBUAU’AIE) @ det (12 +5U3 };IBUA) 373\ rPoe log, P
2 2 Q
(b) P P ®=, 2 A
= 1+ AN+ 5A) 373 P Tog, P
(e) 22
S 14 ()\24—)\2) =3t3(anrl),
@ 4 .U where (a) follows for the following reason. First, we can
=i+ _” sUallr derive that
Q) P 0
>1+2 0§:2sin2§,

where (a) follows from the fact thatdet(I + AB) = which is proved as follows.
det(I +BA); (b) follows from the definition that\;, A, are To find the expression,, it suffices to consider the last two
the singular values oIzU,4; (c) follows from neglecting rows ofI, denoted by} Let us define a ne®@-dimensional



unit norm vectora such that its angles to the two rows i
are the same. Also, define" as the2-dimensional unit norm
vector which is orthogonal tee. Then we have the following
singular value decomposition 6@:

1

it—|v2 V2 ﬁcosg 0 a*
B \% —% 0 \/isin% (aJ-)*’

whered is the angle between the two rows b, i.e., 0 =

Z(ha[2],e4[2]). Therefore,ch = 251112 g
Second, sincél/2)sin®§ < 2sin® & < 2sin® § when0 <

0 < Z, we have(1/2)sin® @ < o3 < 2sin” 6. It follows that

1 2 log, (sin” §
| lim E 0gy(03) — lim E 0gy(sin” 6) |
P—oo log, P P—oo log, P
log, 2

- Pgnoo 10g2 P

Thus, step(a) follows.

Finally, step(b) follows from the lower and upper bound
of E [log, (sin? 0)] in (4).
[ |

D. Proof of Lemma 5

Proof: Focus on receiver A first. As can be seen in (6),

in order to achieve the maximal multiplexing gain, receier
must try to zero-force the interference, i.e.,

Ulya = UiHSua + UL u .,

whereU*, is a D x T zero-forcing matrix of rankD. Then,
the average throughput of usdris

Ra(P)
det (Ip + £ (HAUAULHY + 14U, UST,))

det (I(K_l)p + ?I/AUAU:;IjA)

1

T

Elog,

ChooseU 4 as the lastD columns ofV: Uy = V(T'—D+1:
T), wherel,, = UXV* is the singular value decomposition
Then, the interference power becomes

P * T
det <I(K—1)D + EI/AUAUAI/A>

T T-D/K
P, P
= ] (1+E0i)=_ 11 (1‘1‘?%) (8)
1=T—D+1 i=T—D+1

where the last equality follows from the fact tHay, contains
L zero row vectors.

10

Then, by the definition of multiplexing gain in (2),

Elog, det (I(K,l)D n %I/AUAU;I;A)

@D _1 lim
T TPox log, P
T-D/K
®wD 1 Z/ lim E [logy(Po?)] 0
T T P—oo log, P
i=T—D+1
D 1 oK 5 E [logg(af)] v (=1)
_ = im [ =02 e
KT T P—oo log, P ’
1=T—D+1

where (a) follows from the fact thatH,U,4 is of rank
D almost surely and that the signal power dominates the
interference power whe? — oo; (b) follows from (8) and
let P — oo. Finally, the proof can be readily completed by
considering all the users. ]

E. Proof of Lemma 6

Proof: It suffices to consider the nonzero rows of inter-
ference matrixI; ,, so we remove théZ zero rows and still
denote the interference matrix Hs, for ease of notation. First,
we prove the upper bound. Denote the interference matrix wit
zero quantization error by, and defineE = I7, ~T7,. Let
E, denote rows ofE fori =1,...,7 — 2.

From the perturbation bounds for the singular values of a
matrix due to Weyl [31], we have

D
i =il < |Ell, fori=T—-D+1,...T— .
whereg; is the singular value of,. SinceI’, is of rank
T-D,g=0fori=T-D+1,...,T—D/K.

Moreover, the angle between thth row of I, andI’, is
0 or 6 (due to the quantization error). And when the anglé is
|Eill2 = 2sin . Thus,|E;||3 < 4sin® ¢, fori=1,...,7 —
L. Therefore||E||3 < 4(T — D/K) bln2 9 It follows then

D

E.
Next, we prove the lower bound. L&t denote rows oI/A,

D
af§4(T—?)sinQ—,forz':T—D—i—l,...,T—

fori=1,...,7 — £ andS; denote the space spanned by all
- the rowsIy, ... ,ITf% other thanl;. Define
dlSt(Ii, Sz) = XHTléISll HIl — X.Z”Q

Note that wher() is sufficiently large and thué is small, the
angle betweeil; and any linear combination of the other rows
of IjA is no less tha with high probability. Specifically, for
Ve > 0, there existg), such that forQ > @, the probability
that the angle betweeh and any linear combination of the
other rows ofI’, is no less thary is greater thanl — e.
Therefore, digl;,S;) > sin# with probability approaching
to 1 when@Q — oo. Furthermore, from theegative second
moment identityn [32] we have

-2 -2
Y oP=)" distI;,S;)"
=1 =1



Then it follows that

-2 -2
-2
ch7% < 2; Z dist(I;, S
1=
T—LD
o L T-Z2
- sin?f  sin?0

i=1

Therefore, with probability approaching foasQ — oo,

9 S sin? 0
g D .
T-2 = D
K _

T—-%

F. Proof of Theorem 4
Proof: From Lemma 5,

DoF(K)

_p_ kTR . LG (-1)

T T P—oc  log, P
1=T—D+1

@D K T§K lim E [10g2(51n2 0)] v(=1)

T T P—oo log, P
1=T—D+

®D (K-1)D/( Q

Tt T P (K —1)log, P
D (K-1)D
=T + T (a A 1) ,

where(a) holds for the following reason. F&f—D+1 < i <
T—-D/K andV¥e > 0, by Lemma 6 and) = a(K —1) log, P
there exists constar®, such that wherP? > P,

D 6
sin? 0 < o? §4(T—?)sin2 5}21—6.

1
P
=2

Furthermore 1°g;(" ) v (1) is bounded below by-1 and

above by0, so forT—D+1<i<T- D/K, there exists

constantP; such that wher? > P,
E [log,(c?)] E [log, (sin® )]

—1) = — <e.
| logy P V(=1 logy, P V(D= e
Finally, (b) follows from the lower and upper bound of
E [log, (sin® 0)] in (3). [ |
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