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Abstract— We consider a fully connected network with
S full duplex source nodes, D full duplex destination
nodes andR relay nodes, perfect feedback to source and
relay nodes, and noisy cooperation between all source,
relay and destination nodes. We show that this network
has SD

S+D−1
degrees of freedom if the channel gains are

time-varying/frequency selective. The implication of the
result is that, the techniques mentioned in the title (i.e
relays etc.) can affect the capacity of a network only upto
a o(log(SNR)) term and therefore cannot improve the
degrees of freedom of a network. Certain communication
scenarios excluded by our system model where these tech-
niques improve the degrees of freedom are also identified.
Bounds on the degrees of freedom of a fully connectedK
node network emerge as a by-product of our study.

I. I NTRODUCTION

The degrees of freedom1 of a network approximates
the capacity of a networks as

C(SNR) = d log(SNR) + o(log(SNR))

where d is the number of degrees of freedom of the
network andC(SNR) represents the capacity of a net-
work as a function of the signal to noise ratio (SNR).
At high SNR, theo(log(SNR)) term becomes negligible
in comparison tolog(SNR) and the accuracy of the
approximation becomes100%. By studying wireless
networks at high SNR, the degrees of freedom approach
de-emphasizes noise and addresses the effects of inter-
ference on wireless networks.

The degrees of freedom approach has aided in finding
a powerful tool in combating interference in the form
of interference alignment [2]–[5]. Interference alignment
is the idea that signals are constructed so that they
cast overlapping shadows at the receivers where they
constitute interference while they remain distinguishable
at the receivers where they are desired. Through an
interference alignment based achievable scheme, the
capacity of theK user interference network was charac-
terized asC(SNR) = (K/2) log(SNR) + o(log(SNR)).

1Also referred to as multiplexing gain [1] or capacity pre-log.

Equivalently the interference network hasK/2 degrees
of freedom [6].

Reference [7] generalized the interference network
to the X network, a network where there is an in-
dependent message from every source node to every
destination node. It was shown that theS × D X
network - theX network with S source nodes andD
destination nodes andSD messages - has a capacity of

SD
S+D−1 log(SNR)+ o(log(SNR)), i.e. it has SD

S+D−1 de-
grees of freedom. However, we observe that the models
of the interference andX network excludes several of
the standard techniques employed to improve capacity in
wireless networks. For example, the model precludes co-
operation, multi-hop network communication, feedback
and full duplex operation. The main goal of this paper
is to study the impact of relays, feedback, noisy co-
operation and full-duplex operation on the capacity of
wireless networks.

We generalize theS × D X network of [7] to the
S×R×D network (Figure 1). This network hasS full-
duplex source nodes,R relays,D full-duplex destination
nodes, perfect feedback to all source and relay nodes,
noisy co-operation among all nodes. The network is
assumed to be fully connected, meaning that all channel
gains are non-zero. The main result of this paper is that
like S × D X network, theS × R × D network also
has SD

S+D−1 degrees of freedom. While, achievability
follows trivially from the interference alignment based
scheme of [7], the main contribution of this paper is the
converse argument presented in Theorem 1 in Section
II. Therefore, in most cases, the answer to the question
posed in the title of this paper is, quite surprisingly,
negative. In other words, the search for improvements
of the order of log(SNR) in most wireless networks
ends in interference alignment. The techniques of relays,
feedback to source/relay nodes, noisy co-operation and
full-duplex operation can only improve the capacity
upto a o(log(SNR)) term. There are, however, a few
exceptions precluded by our system model where these
techniques can improve the degrees of freedom.
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Fig. 1. TheS × R×D network

1) Relays can improve the degrees of freedom if a
network is not fully connected.

2) Co-operation can increase the degrees of freedom
if the cost of co-operation is not accounted for (i.e.
in genie aided networks).

3) Full duplex operation can increase the degrees of
freedom if source nodes can also be destination
nodes for other messages.

4) Feedback can improve the degrees of freedom if it
is provided to a destination node, in which case, it
behaves, in effect, like an extra antenna and can be
used to null out the interference.

II. T HE S × R×D NODE X NETWORK

Consider anS×R×D node network, i.e., a network
with S + R + D nodes where nodes1, 2, · · · , S are
sources, nodesS + 1, S + 2, · · · , S + R are relays, and
nodesS+R+1, S+R+2, · · · , S+R+D are destination
nodes (see Figure 1). Following the definition of an
X network [7], for all j ∈ {1, 2, · · · , S} and for all
i ∈ {S + R + 1, S + R + 2, · · · , S + R + D}, there is
an independent messageWi,j to be communicated from
source nodej to destination nodei.

Full duplex operation is assumed so that all nodes
are capable of transmitting and receiving simultaneously.
The input and output signals of theS × R × D node
network are related as:

Yi(n) =

S+R+D∑

j=1

Hi,j(n)Xj(n) + Zi(n), n ∈ N(1)

where, at thenth discrete time slot,∀i, j ∈ {1, 2 . . . S +
R + D}, j 6= i, Xj(n) is the symbol transmitted by
nodej, Yi(n) is the symbol received by nodei, Hi,j(n)
is the channel from nodej to nodei and Zi(n) is the
zero mean unit variance additive white Gaussian noise
(AWGN) at nodei. We use the following notation,

Xn
i , {Xi(1), Xi(2), · · · , Xi(n)} (2)

Similar notation is used for output signals and the
additive noise terms as well.

The channel coefficientsHi,j(1), Hi,j(2), · · · , ∀i, j ∈
{1, 2, · · · , S+D+R} are knownapriori to all nodes. We
assume the network is fully connected, so that all channel
coefficients can only take non-zero values. The AWGN
terms Zi(n) have unit variance and are independent
identically distributed (i.i.d.) in time and across nodes.

Perfect (noise-free) feedback of all received signals
is available to all source and relay nodes, but not to the
destination nodes. Therefore, for codewords spanningN
channel uses, the encoding functions are as follows,

Xi(n) =





fi,n

(
WS+R+1,i, · · · , WS+R+D,i,Y

n−1
)
,

if i ∈ {1, 2, · · · , S}

fi,n

(
Y

n−1),
if i ∈ {S + 1, S + 2, · · · , S + R}

fi,n

(
Y n−1

i

)
,

if i ∈ {S + R + 1, · · · , S + R + D}

for n = 1, 2, · · · , N , where

Y
m = (Y m

1 , Y m
2 , . . . Y m

S+R+D)

The decoding functions are as follows,

Ŵi,j = gi,j

(
Y N

i

)
, i ∈ {S + R + 1, · · · , S + R + D},

j ∈ {1, 2, · · · , S}

Note that, since a destination node does not receive
feedback, it can only use its own received signal for
encoding and decoding. The probability of error is the
probability that there is at least one messageWi,j that is
not decoded correctly, i.e.̂Wi,j 6= Wi,j for some(i, j).
The total power across all transmitters is assumed to be
ρ per channel use. We denote the size of the message
set by |Wi,j(ρ)|. Let Ri,j(ρ) =

log |Wi,j(ρ)|
N

denote the
rate of the codeword encoding the messageWi,j , where
the codewords spanN slots. A rate-matrix[(Ri,j(ρ))] is
said to beachievable if messagesWi,j can be encoded
at ratesRi,j(ρ) so that the probability of error can be
made arbitrarily small simultaneously for all messages
by choosing appropriately longN .

Let C(ρ) represent capacity region of theS ×R×D
node network, i.e., it represents the set of all achievable
rate-matrices[(Rji(ρ))]. The degrees of freedom region
of the S ×R×D node network is defined as

D =

{
[(di,j)] ∈ R

SD
+ : di,j = lim

ρ→∞

Ri,j(ρ)

log(ρ)

∀(i, j) ∈ {S + R + 1, . . . S + R + D} × {1, 2 . . . S}

}

We present, in the theorem below, outerbounds for the
degrees of freedomregion and the total number of
degrees of freedom of theS ×R×D network.
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Fig. 2. Conversion of theS×R×D network to a 4 nodeX channel

Theorem 1: Let

Dout △
=

{
[(dij)] :

∀(u, v) ∈ {1 · · ·S} × {S + R + 1, · · · , S + R + D}
S+R+D∑

q=S+R+1

dq,u +

S∑

p=1

dv,p − dv,u ≤ 1

}

Then D ⊆ Dout whereD represents the degrees of
freedom region of theS × R × D node X network.
Furthermore,

max
[(dij)]∈D

∑
dij ≤

SD

S + D − 1
Equivalently, the sum-capacityCΣ(ρ) may be expressed
as

CΣ(ρ) =
SD

S + D − 1
log(ρ) + o(log(ρ))

Proof:
To prove the theorem, all we need to show is that

for any (u, v) ∈ {1, 2, . . . , S} × {S + R + 1, S + R +
2, . . . , S + R + D}

S+R+D∑

i=S+R+1

di,u +

S∑

j=1

dv,j − dv,u ≤ 1

For convenience, we will show the inequality for
(u, v) = (1, S + R + D). By symmetry, the inequality
extends to all desired values ofu, v. We therefore intend
to show that

S+R+D∑

i=S+R+1

di,1 +

S∑

j=1

dS+R+D,j − dS+R+D,1 ≤ 1

To show this, we first eliminate all the messages that are
not associated with either source node1 or destination
node S + R + D. Now, we transform the original
S×R×D node network with single antenna nodes into a
2×0×2 node network, i.e., anX network with2 source
nodes, zero relay nodes and2 destination nodes where

one source and one destination have multiple antennas
(see Figure 2). This is done by allowing full cooperation
between theS−1 source nodes2, · · · , S and theR relay
nodesS+1, S+2, · · · , S+R so that they effectively be-
come one transmitter withS+R−1 antennas. Similarly,
destination nodesS+R+1, S+R+2, · · · , S+R+D−1
are also allowed to perfectly cooperate so that they form
one receiver withD−1 antennas. Note that all operations
described so far cannot reduce the degrees of freedom
region and therefore do not contradict our outerbound
argument. We represent the resulting4 nodeX network
(Figure 2) by the following input-output equations.

Y i(n) =

4∑

j=1

Hi,j(n)Xj(n) + Zi(n)

for i = 1, 2, 3, 4 whereX i(n), Y i(n), Zi(n) represent
the respectively transmitted symbol, received symbol
and AWGN terms at nodei. Note that for i = 2, 3,
these terms are vectors. The definition of the channel
coefficientsHi,j(n) is clear from the above equation
and Figures 1 and 2. Multiple messages that have the
same source and the same destination are combined in
the 4 nodeX network as follows:

W 3,1 = [WS+R+1,1 WS+R+2,1 · · · WS+R+D−1,1]

W 4,2 = [WS+R+D,2 WS+R+D,3 · · · WS+R+D,S ]

W 3,2 = φ, W 4,1 = WS+R+D,1

Now, we have converted theS ×R×D network to a4
nodeX network of Figure 2. We now intend to bound
the number of degrees of freedom of thisX network
by 1. The bound would then imply that that the sum
of the degrees of freedom corresponding all messages
associated with node1 and nodeS + R + D in the
S ×R×D network is equal to1 as desired. Let

U i(n) = Hi,1(n)X1(n) + Zi(n), i = 1, 2, 3, 4

Ũ1(n) = (U1(n), U2(n), U3(n), U4(n))

ŨN
1 = (U

N

1 , U
N

2 , U
N

3 , U
N

4 )

Ũ2(n) = (U1(n), U2(n), U3(n))

W̃1 = (W 4,1, W 4,2)

W̃2 = (W 3,1, W 4,1, W 4,2)

Then, it can be shown that statements
S1(n), S2(n), S3(n) described below are true

S1(n) : X
n

1 ← W̃2, Ũ
n−1
1

S2(n) : X
n

2 , X
n

3 , X
n

4 ←W 4,2, Ũ
n−1
1

S3(n) : Y
n

1 , Y
n

2 , Y
n

3 , Y
n

4 ←W 4,2, Ũ
n
1

whereA← B means that the value ofA is completely
determined by the knowledge of the value taken byB.
The proof is in the extended paper [8]. Let a genie



provide the messagesW 4,1, W 4,2 and ŨN
1 to node3.

Note that statementS3(n) implies that the node can
constructY i(n), i = 1, 2, 3, 4 using this side information
from the genie. Using Fano’s inequality, we can write

NR3,1(ρ)−Nǫ

≤ I(W 3,1; W 4,1, W 4,2, Ũ
N
1 )

= H(ŨN
1 |W̃1)−H(ŨN

1 |W̃2)

=

N∑

n=1

H(Ũ1(n)|W̃1, Ũ
n−1
1 )−

N∑

n=1

H(Ũ1(n)|W̃2, Ũ
n−1
1 )

(a)
=

N∑

n=1

H(U4(n)|W̃1, Ũ
n−1
1 )

+
N∑

n=1

H(Ũ2(n)|W̃1, Ũ
n−1
1 , U4(n))

−
N∑

n=1

H(Ũ1(n)|W̃2, Ũ
n−1
1 , X1(n))

(b)

≤
N∑

n=1

H(Y 4(n)|W̃1, Ũ
n−1
1 , Y

n−1

4 )

+
N∑

n=1

H(Ũ2(n)|U 4(n))

−
N∑

n=1

H(Z1(n), Z2(n), Z3(n), Z4(n))

(c)

≤

N∑

n=1

H(Y 4(n)|Y
n−1

4 , W̃1) + o(log(ρ))

∴ R3,1(ρ) ≤
1

N
H(Y

N

4 |W̃1) + o(log(ρ))

where the simplification in the third summand in the
RHS in (a) and first summand in the RHS in (b) result
because ofS1(n), S2(n), S3(n). Note that we have also
used the fact that conditioning reduces entropy in (b)
and in (c). The second summand in (b) can be shown
to be o(log(ρ)) using the fact that Gaussian variables
maximize conditional entropy (See extended paper [8]
for details). Now, using Fano’s inequality to bound rates
of messages intended for node4, we can write

R4,1(ρ) + R4,2(ρ) ≤
1

N
I(W 4,1, W 4,2; Y

N

4 )

= log(ρ) + o(log(ρ))

−
1

N
H(Y

N

4 |W̃1)

where the final inequality can be derived from the stan-
dard upper-bound on entropy using Gaussian variables.
Adding up the upperbounds onR3,1(ρ) and R4,1(ρ) +
R4,2(ρ)

R3,1(ρ) + R4,1(ρ) + R4,2(ρ) ≤ log(ρ) + o(log(ρ))

Received symbol

Transmitted symbol

Y1

X1 X2

Y2

(b)(a)

Fig. 3. K user full duplex network with (a)K = 2, (b) K = 4

Thus, the total number of degrees of freedom of the4
nodeX network described is upper-bounded by1. This
implies that

S+R+D∑

i=S+1+R

di,1 +

S∑

j=1

dS+R+D,j − dS+R+D,1 ≤ 1

The desired bound on the degrees of freedomregion
automatically follows. Summing all equations of the
above form provides the desired bound on the total
number of degrees of freedom.

III. K USERFULL DUPLEX NETWORK

In this section, we present bounds on the degrees of
freedom of theK user full duplex network (see Figure
3). Consider a fully connected network withK full
duplex nodes1, 2, . . .K. There exists a message from
every node to every other node in the network so that
there are a total ofK(K − 1) messages in the system.
The message from nodej to nodei is denoted byWj,i.
Let Hi,j(n) represent the channel gain between nodes
i and j corresponding to thenth symbol. The channel
gains satisfyHi,j(n) = Hj,i(n) andHi,i = 0. As usual,
all nodes have apriori knowledge of all channel gains.
The input-output relations in this channel are represented
by

Yi(n) =
K∑

j=1

Hi,j(n)Xj(n) + Zi(n), (3)

whereYi(n), Xi(n), Zi(n), i = 1, 2 . . .K represent re-
spectively, the received symbol, the transmitted symbol
and the AWGN term at nodei. For codewords spanning
N symbols, we assume that the transmitted codeword
Xi(n) depends on messagesWj,i, j = 1, 2 . . . i −
1, i + 1, . . .K, and received symbolsY n−1

i . Similarly,
we assume that the decoded message at each nodei
is a function of received symbolsY N

i and messages
Wj,i, j = 1, 2 . . . i − 1, i + 1, . . .K. Note that we do
not allow feedback in this system. The rate and degrees
of freedom region is defined similar to theS × R ×D
network.
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Theorem 2: The sum capacityCfd(ρ) of theK user
full duplex network as a function of powerρ satisfies
the following bounds

Cfd(ρ) ≥
K(K − 1)

2K − 2
log(ρ) + o(log(ρ))

Cfd(ρ) ≤
K(K − 1)

2K − 3
log(ρ) + o(log(ρ))

Equivalently, the number of degrees of freedomdfd of
the network maybe bounded as

K(K − 1)

2K − 2
≤ dfd ≤

K(K − 1)

2K − 3
The reader is referred to the extended paper [8] for a
proof.

IV. D ISCUSSION OFRESULTS

In this section, we discuss certain communication
scenarios precluded by the model of theS × R × D
network where the techniques mentioned in the title
improve the degrees of freedom performance.

The parallel relay network [9] withK source and
destination nodes andR relays (Figure 4) presents an
interesting example where the impact of Theorem 1 can
be observed. Like theK user interference channel, there
are K messages in this network - one message from
a source node to its corresponding destination node.
Reference [7] show that ifR ≫ K, the network has
approximatelyK degrees of freedom if the relays are
full-duplex nodes. However, the network considered in
[7] is not fully connected since the links from source
nodes to destination nodes are absent. Theorem 1 implies
that if the network were fully connected with direct
links from source to destination nodes, then the network
has K/2 degrees of freedom. Therefore, in the fully
connected case, by artificially imposing the half-duplex
constraint on the relays, the relay aided scheme of [7]
(and [9]) can only provide an alternative achievable
scheme to the usual interference alignment based scheme
which achievesK/2 degrees of freedom.

The fact that full duplex operation improves the de-
grees of freedom of a network follows from the result

of Theorem 2. For example, consider a network with
K nodes. If the nodes were half-duplex, then half the
nodes behave as transmitters and half behave as receivers
to form a K/2 user X channel. This channel has
dhd = K2

4K−4 degrees of freedom. From the bounds in
Theorem 2, it can easily be verified thatdfd ≥ dhd. The
implication of Theorem 1 is that full-duplex operation
can only improve degrees of freedom of a network if
the source nodes can also be the destinations. Similarly,
while noisy co-operation and feedback to source nodes
cannot improve the degrees of freedom performance,
improvements can be observed in networks with genie
aided co-operation and feedback to decoding nodes (See
[2], [8], [10] and references therein for examples)

V. CONCLUSION

We show that relays, perfect feedback to source nodes,
full duplex operation and noisy co-operation can affect
the capacity of a fully-connected wireless network only
upto ano(log(SNR)) term. In such networks, the search
for capacity improvements of the order oflog(SNR)
ends in interference alignment. We also note that there
are certain exceptions precluded by our model, where
these techniques can improve the degrees of freedom.
Our study provides insight into the type of networks
which are likely to derive maximum benefit from the
techniques mentioned, especially at high SNR.
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