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Abstract—Consider a K-user interference channel with time-
varying fading. At any particular time, each receiver will see a
signal from most transmitters. The standard approach to such
a scenario results in each transmitter-receiver pair achieving a
rate proportional to 1

K
the single user rate. However, given two

well chosen time indices, the channel coefficients from interfering
users can be made to exactly cancel. By adding up these two
signals, the receiver can see an interference-free versionof the
desired transmission. We show that this technique allows each
user to achieve at least half its interference-free ergodiccapacity
at any SNR. Prior work was only able to show that half the
interference-free rate was achievable as the SNR tended to
infinity. We examine a finite field channel model and a Gaussian
channel model. In both cases, the achievable rate region hasa
simple description and, in the finite field case, we prove it isthe
ergodic capacity region.

I. I NTRODUCTION

The interference channel is one of the fundamental building
blocks of wireless networks. Following several recent ad-
vances, the capacity region of the classical two-user Gaussian
interference channel is known exactly for some interesting
special cases (e.g. very weak or strong interference), and
approximately (within one bit) for all channel conditions [1].
There is also increasing interest in generalizations of thetwo-
user Gaussian interference channel model to more than2 users
and fading channels. However these generalizations turn out
to be far from trivial, as they bring in new fundamental issues
not encountered in the classical setting. Extensions to more
than 2 users have to deal with the possibility ofinterference
alignment [2], [3] while extensions to fading channels are
faced with theinseparabilityof parallel interference channels
[4], [5]. Interference alignment refers to the consolidation of
multiple interferers into one effective entity which can be
separated from the desired signal in time, frequency, space,
or signal level dimensions. The inseparability of interference
channels refers to the necessity for joint coding across chan-
nel states. In other words, for parallel Gaussian interference
channels, the capacity cannot be expressed in general as the
sum of the capacity of the sub-channels.

The following example presented in [4] to establish the
inseparability of parallel interference channels forms the rele-
vant background for this work. Consider the3-user Gaussian
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interference channel with the channel matrix:

Y = HX + Z (1)

where Y = [Y1, Y2, Y3]
T , X = [X1, X2, X3]

T , Z =
[Z1, Z2, Z3]

T are the vectors containing the received symbols,
the transmitted symbols and the zero mean unit variance
additive white Gaussian noise symbols for users indicated by
the subscripts. The transmit power constraint for each useris
E[X2

k ] ≤ P, k = 1, 2, 3. Consider two different values of the
channel matrix,

Ha =





1 −1 1
1 1 −1
−1 1 1



 , Hb =





1 1 −1
−1 1 1
1 −1 1



 (2)

It is shown in [4] that taken individually either channel
matrix Ha or Hb by itself results in a sum capacity of
log(1 + 3P ), so that separate coding can at most achieve a
capacity2 log(1 + 3P ). However, taken together, the capacity
of the parallel interference channel is3 log(1 + 2P ) which is
achieved only by joint coding across both channel matrices.
The key is the complimentary nature of the two channel
matrices, i.e.12 (Ha + Hb) = I which allows the receivers to
cancel interference by simply adding the outputs of the parallel
channels, provided the transmitters send the same symbol over
both channels.

In this paper, we take this idea further by recognizing
that in the ergodic setting, for a broad class of channel
distributions, the channel states can be partitioned into such
complimentary pairings over which interference can be aligned
so that each user is able to achieve (slightly more than) halfof
his interference-free ergodic capacity atany SNR. Prior work
in [3] has shown that for fading channels every user is able to
achieve half the channel degrees of freedom. In other words,
each user achieves (slightly less than) half of his interference-
free capacity asymptoticallyas SNR approaches infinity. Fairly
sophisticated interference alignment schemes are constructed
to establish this achievability. However, in this work we show
that for a broad class of fading distributions, including e.g.
Rayleigh fading, alignment can be achieved quite simply and
more efficiently. Note, however, that the stronger result is
obtained at the cost of some loss of generality due to the
assumption of ergodic fading and certain restrictions on the
class of fading distributions, that are not needed in [3].



The next section presents the main problem statement,
where we formulate both a finite-field and a Gaussian interfer-
ence network model. In Section III, we derive an achievable
scheme for the finite field model in Section III and in Section
V we show this matches the upper bound exactly. In Section
IV, we give an achievable scheme for the Gaussian model
which we show is quite close to the outer bound for the equal
SNR case for any number of users. We conclude the paper in
Section VI.

II. PROBLEM STATEMENT

We consider both a finite-field model and a Gaussian model.
First, we will give definitions common to both models. We
will use bold lowercase to denote column vectors and bold
uppercase to denote matrices. There areK transmitter-receiver
pairs (see Figure 1). Letn denote the number of channel uses.
Let each messagewk be chosen independently and uniformly
from the set{1, 2, . . . , 2nR̃k} for someR̃k ≥ 0. Messagewk is
only available to transmitterk. LetX be the channel input and
output alphabet. Each transmitter has an encoding function, Ek,
that maps the message inton channel uses:

Ek : {1, 2, . . . , 2nR̃k} → Xn (3)

w1 E1
X1

w2 E2
X2

...

wK EK
XK

H(t)

Z1

Y1

Z2

Y2

ZK

YK

D1 ŵ1

D2 ŵ2

...

DK ŵK

Fig. 1. K-user interference channel with fading.

We focus on the fast fading scenario where the channel
matrix changes at every time step. LetH(t) = {hkℓ(t)}kℓ

denote the channel matrix at timet and let Hn denote the
entire sequence of channel matrices. We assume that before
each time stept, all transmitters and receivers are given perfect
knowledge of the channel matrixH(t).

At time t, the channel output seen by receiverk is given
by:

Yk(t) =
K

∑

ℓ=1

hkℓ(t)Xℓ(t) + Zk(t) (4)

whereZk(t) is additive noise. Note that addition and multipli-
cation are carried out over a finite field or the complex field,
depending on the channel model.

Each receiver is equipped with a decoding function:

Dk : Xn → {1, 2, . . . , 2nR̃k} (5)

and produces an estimatêwk of its desired messagewk.

Definition 1: We say that an ergodic rate tuple
(R1, R2, . . . , RK) is achievable if for all ǫ > 0 and n

large enough there exist channel encoding and decoding
functionsE1, . . . , EK ,D1, . . . ,DK such that:

R̃k > Rk − ǫ, k = 1, 2, . . . , K, (6)

Pr({ŵ1 6= w1} ∪ . . . ∪ {ŵK 6= wK}) < ǫ. (7)

Definition 2: The ergodic capacity regionis the closure of
the set of all achievable ergodic rate tuples.

A. Finite Field Model

The channel alphabet is a finite field of sizeq, X = Fq. The
channel coefficients for blockn, hkℓ, are drawn independently
and uniformly fromFq \ {0}.

Remark 1:Our results can be extended to the case where
the channel coefficients are sometimes zero through simple
counting arguments. However, this considerably complicates
the description of the capacity region.

The additive noise termsZk(t) are i.i.d. sequences drawn
from a distribution that takes values on uniformly on
{1, 2, . . . , q − 1} with probability ρ and is zero otherwise.
We define the entropy ofZk(t) to be0 ≤ H(Z) ≤ log2 q.

B. Gaussian Model

The channel inputs and outputs are complex numbers,X =
C. Each transmitter must satisfy an average power constraint:

E[|Xk(t)|2|H(t) = B] ≤ SNRk ∀B ∈ H (8)

where SNRk ≥ 0 is the signal-to-noise ratio. The channel
coefficients are drawn independently of each other and across
time. They can be drawn from any distribution that is symmet-
ric about zero (withP (hkℓ) = P (−hkℓ)). This includes many
popular fading models such as Rayleigh fading and uniform
phase fading. The noise terms are i.i.d. sequences drawn from
a Rayleigh distribution,Zk(t) ∼ CN (0, 1).

Remark 2:Our choice of power constraint eliminates the
need to search for the optimal power allocation policy. A non-
equal power allocation over channel states could certainlybe
included as part of our scheme but for the sake of simplicity we
explicitly disallow it. See [6] for a study of power allocation
for fast fading2-user interference channels.

Remark 3:We could also allow for different interference-
to-noise ratios between each transmitter and receiver (usually
written as INRkℓ). However, the achievable rate derived in
Section IV would still only depend on theSNRk parameters.

III. F INITE FIELD ACHIEVABLE SCHEME

We now develop an achievable scheme for the finite field
case that can approach the symmetric ergodic capacity. First,
we need some tools from the method of types [7]. LetH
denote the alphabet of the channel matrix so thatH(t) ∈ H.
Let N(H|Hn) be the number of times the channel matrix
H ∈ H occurs in the sequenceHn.



Definition 3: A sequence of channel matrices,Hn, is δ-
typical if:

∣

∣

∣

∣

1

n
N(H|Hn) − P (H)

∣

∣

∣

∣

≤ δ ∀H ∈ H (9)

whereP (H) is the probability of channelH ∈ H under the
channel model. LetAn

δ denote the set of allδ-typical channel
matrix sequences.

Lemma 1 (Csiszar-K̈orner 2.12): For any i.i.d. sequence of
channel matrices,Hn, the probability of the set of allδ-typical
sequences,An

δ , is lower bounded by:

P (An
δ ) ≥ 1 −

|H|

4nδ2
(10)

For a proof, see [7].
Lemma 2:There exists a one-to-one map,g : F

K×K
q →

FK×K
q such thatH + g(H) = I, ∀H whereI is the identity

matrix.
Proof: Let f : Fq → Fq be the one-to-one map such that

f(α) + α = 1 for all α ∈ Fq. SinceFq is a finite field,f(·)
is guaranteed to exist. Then, defineg(·) as follows:

g(H) =











f(h11) −h12 · · · −h1K

−h21 f(h22) · · · −h2K

...
...

. . .
...

−hK1 −hK2 · · · f(hKK)











(11)

where−hkℓ is the additive inverse ofhkℓ. Clearly,g(H)+H =
I andg(·) is one-to-one.

The basic idea underlying our scheme is to add together two
well-chosen channel outputs such that the interference exactly
cancels out. However, for the finite field model, if we do this
in an uncoded fashion, we risk accumulating noise. Thus, we
denoise the desired linear functions using computation codes
prior to combining them together [8].

Lemma 3:Consider aK-user finite field interference chan-
nel with fixed channel coefficientshkℓ ∈ Fq \ {0}:

Yk(t) =

K
∑

ℓ=1

hkℓXℓ(t) + Zk(t) (12)

whereZk(t) is i.i.d. additive noise with entropyH(Z). Each
transmitter has a messagewk ∈ Fm

q . The maximum rate,R =
m
n

log2 q, at which each receiver can reliably recover the linear
functionuk =

∑K
ℓ=1 hkℓwℓ is given by:

R = log2 q − H(Z) (13)

Proof Sketch: Let G ∈ Fn×m
q be a good linear code for

additive noise channel at rateR. Each encoder transmits
xℓ = Gwℓ. Each receiver observes:

yk =

K
∑

ℓ=1

Ghkℓwℓ + zk = Guk + zk (14)

from which it can recoveruk reliably. See Theorem 1 in [8]
for a full proof and extensions.

We will now show that all users can achieve half the single
user rate simultaneously.

Theorem 1:For theK-user finite field interference channel,
the rate tuple(RSYM, RSYM, . . . , RSYM) is achievable where :

RSYM =
1

2
(log2 q − H(Z)) (15)

Proof: For anyǫ > 0, let δ be a small positive constant
that will be chosen later to satisfy our rate requirement. Using
Lemma 1, choosen large enough so thatP (An

δ ) ≥ 1 − ǫ
3 .

Assume thatδ and n are chosen such thatn( 1
|H| − δ) is an

even integer. Now condition on the event that the sequence
of channel matrices,Hn, is δ-typical. Since the channel
coefficients are i.i.d. and uniform, the probability of any
channelH ∈ H is 1

|H| . SinceHn is δ-typical we have that
for everyH ∈ H:

n

(

1

|H|
− δ

)

≤ N(H|Hn) ≤ n

(

1

|H|
− δ

)

(16)

Throw out all but the firstn( 1
|H| − δ) indices for each

channel realization. This results in losing at most aδ fraction
of the total rate. Group together all time indices that have
channel realizationH and call this set of indicesTH. We will
encode for eachTH separately. For each channel realization
H, transmitter ℓ generates a messagewℓH ∈ Fm

q where
m = n

2 ( 1
|H| − δ)(log2 q)−1(RSYM − ǫ

3 ). Using a computation
code from Lemma 3, each transmitterℓ sends its message
wℓH during the firstn2 ( 1

|H| − δ) time indices inTH. Receiver

k makes an estimatêukH of ukH =
∑K

ℓ=1 hkℓwℓH.
For each channel realizationH ∈ H, pair up the first

n
2 ( 1

|H| − δ) blocks with H with the last n
2 ( 1

|H| − δ) blocks
with g(H) using g(·) from Lemma 2. Sinceg is one-to-one,
this procedure pairs up all of the channel indices. During the
last n

2 ( 1
|H| − δ) indices with channelg(H), the transmitters

use the message,wℓH, and a computation code from Lemma
3. The receivers make an estimatev̂kH of vkH = vkH =
f(hkk)wkH −

∑

ℓ 6=k hkℓwℓH wheref(·) is the function such
that f(hkℓ) + hkℓ = 1.

For n large enough, the total probability of error for all
computation codes is upper bounded byǫ

3 . Receiverk makes
an estimate ofwkH by simply adding up the two equations
to get ŵkH = ûkH + v̂kH. Note that the transmitters do not
know a priori which time indices will be successfully paired.
To deal with this, the transmitters use an erasure code with rate
at least(1 − δ)RSYM − 2ǫ

3 with probability of error no greater
than ǫ

3 over all transmissions. By choosingδ small enough,
we finally get that each receiver can recover its message at
a rate greater than12 (log2 q − H(Z)) − ǫ with probability of
error less thanǫ as desired.

Theorem 2:For theK-user finite field interference channel,
any rate tuple(R1, . . . , RK), satisfying the following inequal-
ities is achievable:

Rℓ + Rk ≤ log2 q − H(Z), ∀k 6= ℓ. (17)

First, we will give an equivalent description of this rate region
and then show that any rate tuple can be achieved by time
sharing the symmetric rate point from Theorem 1 and a single
user transmission scheme.



Lemma 4:Assume, without loss of generality, that the
users are labeled according to rate in descending order, so
that R1 ≥ R2 ≥ · · · ≥ RK . The achievable rate region from
Theorem 2 is equivalent to the following rate region:

R1 ≤ log2 q − H(Z) (18)

Rk ≤ min{log2 q − H(Z) − R1,
1

2
(log2 q − H(Z))}, k ≥ 2

Proof: The key idea is that only one user can achieve a
rate higher than12 (log2 q −H(Z)). From (17), we must have
that R1 + R2 ≤ log2 q −H(Z) so if R1 > 1

2 (log2 q −H(Z))
all other users must satisfyRk ≤ log2 q−H(Z)−R1. If R1 ≤
1
2 (log2 q−H(Z)), then we have thatRk ≤ 1

2 (log2 q−H(Z))
for all other users since the rates are in descending order.

Proof of Theorem 2: We show that the equivalent rate
region developed by Lemma 4 is achievable by time-sharing.
First, we consider the case whereR1 > 1

2 (log2 q − H(Z)).
Let α = 2(1 − R1

log
2

q−H(Z) ). We allocateαn channel uses to
the symmetric scheme from Theorem 1. For, the remaining
(1−α)n channel uses, users2 throughK are silent, and user
1 employs a capacity-achieving point-to-point channel code.
This results in user1 achieving its target rateR1:

α(log2 q − H(Z))

2
+ (1 − α)(log2 q − H(Z)) (19)

= log2 q − H(Z) − R1 − log2 q + H(Z) + 2R1 = R1

and users2 throughK achievingRk = log2 q −H(Z)− R1.
If R1 ≤ 1

2 (log2 q−H(Z)), we can achieve any rate point with
the use of the symmetric scheme from Theorem 1.

IV. GAUSSIAN ACHIEVABLE SCHEME

The scheme for the Gaussian case is quite similar to our
finite field scheme. The key difference is that we need to
quantize the channel alphabet so that we can deal with a finite
set of possible matrices. By decreasing the quantization bin
size, we can approach the desired rate in the limit. Also, here
it is beneficial to transmit combine the channel outputs prior
to decoding to exploit a power gain.

Definition 4: For γ > 0, let Qγ(hkℓ) represent the closest
point in γ(Z + jZ) to hkℓ in Euclidean distance. Theγ-
quantizedversion of a channel matrixH ∈ C

K×K is given
by Hγ = {Qγ(hkℓ)}kℓ.

Theorem 3:For theK-user Gaussian interference channel,
the rate tuple(R1, R2, . . . , RK) is achievable for :

Rk =
1

2
E

[

log
(

1 + 2|hkk|
2
SNRk

)]

. (20)

Proof: For any ǫ > 0, choose τ > 0 such that
P (∪kℓ{|hkℓ| > τ}) < ǫ

3 . Let γ and δ be small positive
constants that will be chosen later to satisfy our rate require-
ment. Also, using Lemma 1, choosen large enough so that
P (An

δ ) ≥ 1 − ǫ
3 . We will throw out any time index with a

channel coefficient with magnitude larger thanτ . This ensures
that theγ-quantized version of the channel is of finite size.
Specifically, the size of the channel alphabetH, is given by
|H| = (2 τ

γ
)2K2

. We assume thatτ, γ, δ and n are chosen so
that all the appropriate ratios only result in integers.

We condition on the event that the sequence ofγ-quantized
channel matrices,Hn

γ , is δ-typical. Unlike the finite field case,
the channel matrix distribution is not uniform. For allHγ ∈ H
we have that:

n(P (Hγ) − δ) ≤ N(Hγ |H
n
γ ) ≤ n(P (Hγ) + δ) (21)

Throw out all but the firstn(P (Hγ) − δ) blocks of each
channel realization. This causes a loss of at most aδ fraction
in rate. Lethγ

kℓ denote the elements ofHγ . We define the
following one-to-one mapg : H → H:

g(Hγ) =











h
γ
11 −h

γ
12 · · · −h

γ
1K

−h
γ
21 h

γ
22 · · · −h

γ
2K

...
...

. . .
...

−h
γ
K1 −h

γ
K2 · · · h

γ
KK











(22)

Note that due to the symmetry of the channel distribution
P (g(Hγ)) = P (Hγ). Group together all time indices that
have channel realizationHγ and call this set of indices
THγ

. For each channel realizationH ∈ H, pair up the
first n

2 (P (Hγ) − δ) blocks with channelHγ with the last
n
2 (P (Hγ) − δ) blocks with channelg(Hγ). We ensure that
we use the same channel inputs during time indexi from THγ

for i = 1, 2, . . . , n
2 (P (Hγ) − δ) as we do during time index

i + n
2 (P (Hγ) − δ) from Tg(Hγ ). Let t1 denote the first time

andt2 denote the second time. We have the following channel
outputs:

Yk(t1) = hkk(t1)Xk(t1) +
∑

ℓ 6=k

hkℓ(t1)Xℓ(t1) + Zk(t1)

Yk(t2) = hkk(t2)Xk(t1) +
∑

ℓ 6=k

hkℓ(t2)Xℓ(t1) + Zk(t2)

Since t1 has quantized channelHγ and t2 has quantized
channelg(Hγ) we have that the channel fromXk(t1) to
Yk(t1) + Yk(t2) has a signal-to-noise ratio of at least:

SNRk(2(Re(hkk) − γ
2 )2 + (Im(hkk) − γ

2 )2)

2 + γ2
∑

ℓ 6=k SNRℓ

(23)

By choosingγ small enough, we can achieve:

RkHγ
> max

hkk∈Hγ

1

2
log

(

1 + 2|hkk|
2
SNRk

)

−
ǫ

3
(24)

for eachHγ . The total rate per user is given by

Rk =
1

|H|

∑

Hγ∈H

P (Hγ)RkHγ
(1 − δ) (25)

For δ small enough and taking the limitγ → 0, we get:

lim
γ→0

Rk =

1

2

∫

1{|hkℓ| > τ} log
(

1 + 2|hkk|
2
SNRk

)

P (H)dH −
2ǫ

3

Finally, takingτ → ∞, we get:

lim
τ→∞

lim
γ→0

Rk =
1

2
E[log

(

1 + 2|hkk|
2
SNRk

)

] −
2ǫ

3
(26)

Thus, there existγ and τ such that we achieveRk >
1
2E[log

(

1 + 2|hkk|2SNRk

)

] − ǫ with probability1 − ǫ.



V. UPPERBOUNDS

We now briefly describe upper bounds for both the finite
field case and the Gaussian case. The finite field upper bound
matches the achievable performance thus yielding the ergodic
capacity region. For the Gaussian case, we demonstrate that
our achievable performance is very close to the upper bound
when the transmitters have equal power constraints.

Theorem 4:For theK-user finite field interference channel,
the ergodic capacity region is:

Rℓ + Rk ≤ log2 q − H(Z), ∀k 6= ℓ. (27)

Proof: The required upper bound follows from steps
similar to those in Appendix II of [3]. Without loss of
generality, we upper bound the rates of users1 and 2. Note
that the capacity of the interference channel only depends
on the noise marginals. Thus, we can assume thatZ1(t) =
h12(t)(h22(t))

−1Z2(t). Let Ỹ2(t) = h12(t)(h22(t))
−1Y2(t).

We give the receivers full access to the messages from users
3 throughK as this can only increase the outerbound. From
Fano’s inequality, we have thatn(R1+R2−ǫn) whereǫn

n
→ 0

asn → ∞ is upper bounded as follows:

≤ I(w1; Y
n
1 ) + I(w2; w1, Ỹ

n
2 )

= I(w1; Y
n
1 ) + I(w2; Ỹ

n
2 |w1, X

n
1 )

= I(w1; Y
n
1 ) + I(w2; {h12(t)X2(t) + Z1(t)}

n
t=1|w1, X

n
1 )

= I(w1; Y
n
1 )+

I(w2; {h11(t)X1(t) + h12(t)X2(t) + Z1(t)}
n
t=1|w1, X

n
1 )

= I(w1; Y
n
1 ) + I(w2; Y

n
1 |w1)

= I(w1, w2; Y
n
1 )

≤ n(log2 q − H(Z))

Similar outer bounds hold for all receiver pairsk and ℓ.
Comparing these to the achievable region in Theorem 2 yields
the capacity region.

Using the results from [6], we have the following outer
bound on the ergodic capacity region of theK-user Gaussian
interference channel.

Theorem 5:For theK-user Gaussian interference channel
with i.i.d. Rayleigh fading, the following constraints arean
outer bound to the ergodic capacity region:

Rk + Rℓ ≤ E

[

log

(

1 + |hkℓ|
2
SNRℓ +

|hkk|2SNRk

1 + |hℓk|2SNRk

)]

+ E

[

log

(

1 + |hℓk|
2
SNRk +

|hℓℓ|2SNRℓ

1 + |hkℓ|2SNRℓ

)]

∀k 6= ℓ

In Figure 2, we plot the performance of our scheme versus
the upper bound from Theorem 5 for the equalSNR, equal
rate per user case. The plot is for i.i.d. Rayleigh fading
and is valid for any number of usersK. This shows that
ergodic interference alignment can provide close-to-optimal
performance for any number of users so long as they have the
sameSNR constraint. In very recent work, Jafar has shown that
ergodic interference alignment achieves capacity whenever a
network is in a “bottleneck state.” This includes, as a special
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Fig. 2. Ergodic symmetric rate per user and upper bound for the K-user
Gaussian interference channel with i.i.d. Rayleigh fadingand equal transmit
powers:SNR1 = SNR2 = · · · = SNRK .

case, uniform phase fading channels with a large number of
users [9].

VI. CONCLUSIONS

We developed a new communication strategy, ergodic in-
terference alignment, that codes efficiently across parallel
interference channels. With this strategy, every user in the
channel can attain at least half the rate available to them in
the single-user setting. Moreover, we showed that for a finite
field channel model this achievable scheme matches the outer
bound exactly, thus yielding the ergodic capacity region. The
key to the achievable strategy was perfect channel knowledge
at the transmitters. An interesting direction for future work
is developing an ergodic alignment scheme for the case of
limited channel state information.
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