Abstract—In this paper we carry out the asymptotic diversity analysis for millimeter-wave (mmWave) massive multiple-input multiple-output (MIMO) systems by using bit interleaved coded multiple beamforming (BICMB). First, a single-user mmWave system which employs $M_t$ antenna subarrays at the transmitter and $M_r$ antenna subarrays at the receiver is studied. Each antenna subarray in the transmitter and the receiver has $N_t$ and $N_r$ antennas, respectively. We establish a theorem for the diversity gain when the number of antennas in each remote antenna unit (RAU) goes to infinity. Based on the theorem, the distributed system with BICMB achieves full spatial multiplexing of $L_t = \sum_{i,j} L_{ij}$ and full spatial diversity of $\sum_{i,j} \beta_{ij}$ where $L_{ij}$ is the number of propagation paths and $\beta_{ij}$ is the large scale fading coefficient between the $i$th RAU in the transmitter and the $j$th RAU in the receiver. This result shows that one can increase the diversity gain in the system by increasing the number of RAUs. Simulation results show that, when the perfect channel state information assumption is satisfied, the use of BICMB increases the diversity gain in the system.

I. INTRODUCTION

After the need for a new generation for mobile systems to handle tens of billions of wireless devices, millimeter-wave (mmWave) communication became an important candidate for Fifth Generation (5G) mobile communication systems [1]–[3]. The mmWave signals face severe penetration loss and path loss compared to signals in current cellular systems (3G or LTE) [4]. One of the advantages of the mmWave frequencies is that they enable us to pack more antennas in the same area compared to a lower range of frequencies. This leads to highly directional beamforming and large-scale spatial multiplexing in mmWave frequencies. By exploiting these properties, massive MIMO systems can be developed. The principles of beamforming are independent of the carrier frequency, but it is not practical to use fully digital beamforming schemes for massive MIMO systems [5]–[8]. Power consumption and cost perspectives are the main obstacles due to the high number of radio frequency (RF) chains required for the fully digital beamforming, i.e., one RF chain per antenna element [9]. To address this problem, hybrid analog-digital processing of the precoder and combiner for mmWave communications systems is being considered [10]–[15].

Bit-interleaved coded modulation (BICM) was introduced as a way to increase the code diversity [16], [17]. As stated in [18], bit-interleaved coded multiple beamforming (BICMB) has a great impact on the diversity gain performance of a MIMO system. Recently, by comparing the diversity gain in both co-located and distributed systems the authors of [19] have shown that increasing the number of RAUs in the distributed system does increase the diversity gain and/or multiplexing gain. In Section II and III, BICMB is analyzed. We show that by using BICM in the system, one can achieve full spatial multiplexing without any loss in the diversity gain. That is, in Section III, we show that BICMB achieves full diversity order of $M_t M_r L$ and full spatial diversity of $M_t M_r L$ in a special case when the number of propagation paths is constant for all paths between RAUs, i.e., $L_{ij} = L$ over a limited scattering mmWave channel. We provide design criteria for the interleaver that guarantee full diversity and full spatial multiplexing.

We would like to reiterate that the asymptotic diversity analysis obtained in this paper is under the idealistic assumption of having perfect channel state information both at the transmitter and the receiver as done in similar works.

Notation: Boldface upper and lower case letters denote matrices and column vectors, respectively. The minimum Hamming distance of a convolutional code is defined as $d_{\text{free}}$. The symbol $N_s$ denotes the total number of symbols transmitted at a time. The minimum Euclidean distance between the two constellation points is given by $d_{\min}$. The superscripts $(.)^H, (.)^T, (.)^*, (.)$ and the symbol $\forall$ denote the Hermitian, transpose, complex conjugate, binary complement, and for all, respectively. $\mathcal{C}N(0,1)$ denotes a circularly symmetric complex Gaussian random variable with zero mean and unit variance. The expectation operator is denoted by $E[.]$. Also, $[A]_{ij}$ gives the $(i,j)$th entry of matrix $A$. Finally, $\text{diag}(a_1, a_2, \ldots, a_N)$ stands for a diagonal matrix with diagonal elements $\{a_1, a_2, \ldots, a_N\}$.

II. SYSTEM MODEL

Consider a single-user mmWave massive MIMO system as shown in Fig. 1. In this system, the transmitter sends $N_s$ data streams to a receiver. The transmitter is equipped with $N_t^{RF}$ RF chains and $M_t$ RAUs, where each RAU has $N_t$ antennas, while at the receiver, the number of RF chains and RAUs is given by $N_r^{RF}$ and $M_r$, respectively. Each RAU at the receiver...
has $N_t$ antennas. When $M_t = M_r = 1$, the system reduces to a conventional co-located MIMO (C-MIMO) system.

The input to the system is $N_t$ data streams. The vector of data symbols to be transmitted by the transmitter at each time instant, $x \in \mathbb{C}^{N_t \times 1}$, can be expressed as

$$x = [x_1, \ldots, x_{N_t}]^T,$$

where $E \left[ xx^H \right] = I_{N_t}$. The preprocessing at the baseband is applied by means of the matrix $B_p \in \mathbb{C}^{N_t \times N_r}$. The last stage of data preprocessing is performed at RF, when beamforming is applied by means of phase shifters and combiners. A set of $M_t N_t$ phase shifters is applied to the output of each RF chain. As a result of this process, different beams are formed in order to transmit the RF signals. We can model this process with

$$B = \sqrt{\frac{N_t}{N_r}} \sum_{l=1}^{L} \alpha_{ij}^l \mathbf{a}_r(\theta_{ij}^l) \mathbf{a}_t^H(\phi_{ij}^l),$$

where $L_{ij}$ is the number of propagation paths and $\alpha_{ij}^l$ is the complex-gain of the $l$th ray which follows $\mathcal{CN}(0, 1)$, the vectors $\mathbf{a}_r(\theta_{ij}^l)$ and $\mathbf{a}_t(\phi_{ij}^l)$ are the normalized receive/transmit array response and its random azimuth angles of arrival and departure respectively. The elevation dimension is ignored.

The uniform linear array (ULA) is employed by the transmitter and receiver in our study. For an $N$-element ULA, the array response vector can be given by

$$\mathbf{a}_U(\phi) = \frac{1}{\sqrt{N}} \left[ 1, e^{j \pi \frac{d}{\lambda} \sin(\phi)}, \ldots, e^{j(N-1) \pi \frac{d}{\lambda} \sin(\phi)} \right]^T,$$

where $\lambda$ is the wavelength of the carrier, and $d$ is the distance between neighboring antenna elements.

We leverage both BICM and multiple beamforming to form BICMB. An interleaver is used to interleave the output bits of a binary convolutional encoder. Then the output of the interleaver is mapped over a signal set $\chi \subset \mathbb{C}$ of size $|\chi| = 2^m$ with a binary labeling map $\mu : \{0, 1\}^m \rightarrow \chi$. The interleaver design has two criteria [18]:

1) Consecutive coded bits are mapped over different symbols.
2) each subchannel should be utilized at least once within $d_{free}$ distinct bits among different codewords by using proper code and interleaver.

Note that the free distance $d_{free}$ of the convolutional encoder should satisfy $d_{free} \geq N_r$.

For mapping the bits onto symbols, Gray encoding is used. Also, we are using a Viterbi decoder at the receiver. The interleaver $\pi$ is used to interleave the code sequence $\mathbf{c}$. Then the output of the interleaver is mapped onto the signal sequence $\mathbf{x} \in \chi$.

The only beamforming constraint here is a total power constraint, because one can control both the amplitude and the phase of a signal. As we know the total power constraint leads to a simple solution based on SVD [11]

$$\mathbf{H} = \mathbf{U} \mathbf{A} \mathbf{V}^H = [\mathbf{u}_1 \mathbf{u}_2 \ldots \mathbf{u}_{M_r N_r}]^H [\mathbf{V}_1 \mathbf{V}_2 \ldots \mathbf{V}_{M_t N_t}],$$

where $\mathbf{U}$ and $\mathbf{V}$ are $M_r N_r \times M_r N_r$ and $M_t N_t \times M_t N_t$ unitary matrices, respectively, and $\mathbf{A}$ is an $M_r N_r \times M_t N_t$ diagonal matrix with singular values of $\mathbf{H}$, $\lambda_i \in \mathbb{R}$, on the main diagonal with decreasing order. By exploiting the optimal precoder and
combiner, the system input-output relation in (3) at the kth time instant can be written as

\[ y_k = [u_1 u_2 \ldots u_{N_s}]^H H [v_1 v_2 \ldots v_{N_s}] x + [u_1 u_2 \ldots u_{N_s}]^H n_k, \]

(8)

where \( y_{k,s} = \lambda_s x_{k,s} + n_{k,s} \), for \( s = 1, 2, \ldots, N_s \). \( (9) \)

III. DIVERSITY GAIN AND PEP ANALYSIS

In this section, we show that by using the BICMB analysis for calculating BER, the diversity gain becomes independent of the number of data streams.

**Theorem 1.** Suppose that \( N_r \to \infty \) and \( N_t \to \infty \). Then the bit interleaved coded distributed massive MIMO system can achieve a diversity gain of

\[ D_g = \frac{\left( \sum_{i,j} \beta_{ij} \right)^2}{\sum_{i,j} \beta_{ij}^2 L_{ij}^{-1}} \]

(10)

for \( i = 1, \ldots, M_r \) and \( j = 1, \ldots, M_t \).

**Proof.** We model the BICMB bit interleaver as \( \pi : k' \to (k, s, i) \), where \( k' \) represents the original ordering of the coded bits \( c_k \), \( k \) represents the time ordering of the signals \( x_{k,s} \) and \( i \) denotes the position of the bit \( c_k \) on symbol \( x_{k,s} \).

We define \( \chi_k \) as the subset of all signals \( x \in \chi \). Note that the label has the value \( b \in \{0, 1\} \) in position \( i \).

Then, the ML bit metrics are given by using (9), [16,18]

\[ \gamma^i(y_{k,s}, c_k) = \min_{x \in \chi_{k,s}^i} |y_{k,s} - \lambda_s x|^2. \] (11)

The receiver uses an ML decoder to make decisions based on

\[ \hat{c} = \arg \min_{c \in C} \sum_{i \in C} \gamma^i(y_{k,s}, c_k). \] (12)

Assume that the code sequence \( c \) is transmitted and \( \hat{c} \) is detected. Then by using (11) and (12), the pairwise error probability (PEP) of \( c \) and \( \hat{c} \) given channel state information (CSI) can be written as [18]

\[ P(c \to \hat{c}|H) = \frac{1}{2} \exp \left( \frac{-d_{\text{min}}^2}{4N_0} \Theta \right) \]

(16)

where \( \Theta \) is a parameter that indicates how many times subchannel \( s \) is used within the \( d_{\text{free}} \) bits under consideration, and \( \sum_{s=1}^{N_s} \alpha_s \lambda_s^2 = d_{\text{free}} \).

There is an upper bound for the PEP function \( Q(x) \leq \frac{1}{2} e^{-\frac{x}{2}} \), which can be used to upper bound the PEP as

\[ P(c \to \hat{c}) = E[P(c \to \hat{c}|H)] \leq E \left[ \frac{1}{2} \exp \left( \frac{-d_{\text{min}}^2 \sum_{s=1}^{N_s} \alpha_s \lambda_s^2}{4N_0} \right) \right]. \]

Let us denote \( \alpha_{\text{min}} = \min \{ \alpha_s : s = 1, 2, \ldots, N_s \} \). Then

\[ \left( \sum_{s=1}^{N_s} \alpha_s \lambda_s^2 \right) \leq \left( \sum_{s=1}^{N_s} \alpha_{\text{min}} \lambda_s^2 \right) \geq \left( \sum_{s=1}^{N_s} \lambda_s^2 \right) \frac{N_s}{N_s} \]

(18)

There are only \( L_t \) non-zero singular values [19]. Let us define

\[ \Theta = \sum_{s=1}^{N_s} \lambda_s^2 \]

(19)

Theorem 3 [11] implies that the singular values of \( H_{ij} \) converge to \( \sqrt{N_r N_t L_{ij}} \alpha_{ij}^f \) in a descending order. By using the singular values of \( H_{ij} \), (19) can be rewritten as

\[ \Theta = \sum_{i=1}^{M_r} \sum_{j=1}^{M_t} \beta_{ij} ||H_{ij}||^2 \]

(20)

It can be seen easily that \( \Psi_{ij} \) in (20) has Gamma distribution with shape \( k_{ij} = L_{ij} \) and scale \( \theta_{ij} = 2\beta_{ij} L_{ij}^{-1} \), i.e., \( \Psi_{ij} \sim \mathcal{G}(L_{ij}, 2\beta_{ij} L_{ij}^{-1}) \) [22]. One can use the Welch-Satterthwaite equation to calculate an approximation to the degrees of freedom of \( \Theta \) (i.e., shape and scale of the Gamma distribution) which is a linear combination of the independent random variables \( \Psi_{ij} \) [23]

\[ k = \left( \frac{\sum_{i,j} \theta_{ij} k_{ij}}{\sum_{i,j} \beta_{ij}^2 L_{ij}} \right) \]

(21)

\[ \theta = \frac{\sum_{i,j} \theta_{ij}^2 k_{ij}}{\sum_{i,j} \beta_{ij}^2 L_{ij}} \]

(22)

Using (17), (18), and (19), the PEP is upper bounded by

\[ P(c \to \hat{c}) \leq \frac{1}{2} E \left[ \exp \left( \frac{-d_{\text{min}}^2 \alpha_{\text{min}} N_s}{4N_0 L_t \Theta} \right) \right]. \]

(23)
which is the definition of the moment generating function (MGF) [24] for the random variable Θ. By using the definition, (23) can be written as

\[
P(c \to \hat{c}) = g(d, \alpha_{\text{min}}, \chi) \\
\leq \frac{1}{2} \left( 1 + \theta \frac{d_{\text{min}}^2 \alpha_{\text{min}} N_s N_t}{4 L_t} \frac{\chi}{\text{SNR}} \right)^{-k}
\]  

(24)

\[
P(c \to \hat{c}) \approx \frac{1}{2} \left( \theta \frac{d_{\text{min}}^2 \alpha_{\text{min}} N_s N_t}{4 L_t} \frac{\chi}{\text{SNR}} \right)^{-k}
\]  

(25)

for high SNR. The function \( g(d, \alpha_{\text{min}}, \chi) \) denotes the PEP of two codewords with \( d(\xi - \hat{\xi}) = d \), with \( \alpha_{\text{min}} \) corresponding to \( \xi \) and \( \hat{\xi} \), and with constellation \( \chi \). In (24) \( \theta \) and \( k \) are defined as (21) and (22).

In BICMB, \( P_b \) can be calculated as [18]

\[
P_b \leq \frac{1}{k_c} \sum_{d=d_{\text{min}}}^{\infty} \sum_{i=1}^{W_l(d)} g(d, \alpha_{\text{min}}(d, i), \chi),
\]  

(26)

where \( W_l(d) \) denotes the total input weight of error events at Hamming distance \( d \). Following (25) and (26)

\[
P_b \leq \frac{1}{k_c} \sum_{d=d_{\text{min}}}^{\infty} \sum_{i=1}^{W_l(d)} \frac{1}{2} \left( \theta \frac{d_{\text{free}}^2 \alpha_{\text{min}} N_s N_t}{4 L_t} \frac{\chi}{\text{SNR}} \right)^{-k}.
\]  

(27)

The SNR component has a power of \(-k\) for all summations. Hence, BICMB achieves full diversity order if

\[
D_G = k = \left( \frac{\sum_{i,j} \beta_{ij}}{\sum_{i,j} \beta_{ij} L^{-1}_{ij}} \right)^2
\]  

(28)

which is independent of the number of spatial streams transmitted.

**Remark 1.** Under the case where \( N_t \) and \( N_r \) are large enough and assuming that \( L_{ij} = L \) and \( \beta_{ij} = \beta \) for any \( i \) and \( j \), it can be seen easily that the distributed massive MIMO system can achieve a diversity gain

\[
G_d = L_t = M_t M_r L.
\]  

(29)

**Remark 2.** Theorem 1 implies that the diversity gain is independent of the number of data streams, i.e., the transmitter can send the maximum number of data streams \( N_s \leq L_t \), and still get the same diversity gain. This will be illustrated in Section IV.

**IV. SIMULATION RESULTS**

In the simulations, the industry standard 64-state 1/2-rate (133,171) \( d_{\text{free}} = 10 \) convolutional code is used. For BICMB, we separate the coded bits into different substreams of data and a random interleaver is being used to interleave the bits in each substream. We assume that the number of RF chains in the receiver and transmitter are twice the number of data streams [10] (i.e., \( N_{\text{RF}}^r = N_{\text{RF}}^t = 2 N_t \)) and each scale fading coefficient \( \beta_{ij} \) equals \( \beta = 20 \) dB (except for Fig. 6). For the sake of simplicity, only ULA array configuration with \( d = 0.5 \) is considered at RAUs and BPSK modulations is employed for each data stream.

Two different cases are simulated in Fig. 2. In Case I, \( N_t = 2 N_r = 100 \), while in Case II, \( N_t = 2 N_r = 400 \). Fig. 2 shows that the number of singular values of the mmWave channel is limited, i.e., there are only limited subchannels which can be used to transmit the data. The number of available subchannels \( L_t = \sum_{i=1}^{M_r} \sum_{j=1}^{M_t} L_{ij} \) which is the rank of the channel \( H \) and is independent of the number of antennas in RAUs in both transmitter and receiver side.
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Fig. 2. Singular values of the sparse mmWave channel with \( N_t = 100 \) and \( N_r = 50 \).

Fig. 3 illustrates the importance of the interleaver design. A random interleaver is used such that consecutive coded bits are transmitted over the same subchannel. Consequently, an error on the trellis occurs over paths that are spanned by the worst channel and the diversity order of coded multiple beamforming approaches to that of uncoded multiple beamforming with uniform power allocation. In other words, the BER performance decreases when the interleaving design criteria are not met.

On the other hand, as we expect from (28), changing the number of streams \( N_t \) should not change the diversity gain, i.e., the slope of the BER curve in high SNR. As it can be seen from Fig. 4, the slope does not change by changing the number of data streams. Hence, one can get the same diversity gain by using the maximum number of data streams available \( (L_t) \).

Fig. 5 illustrates the results for BICMB for both co-located and distributed mmWave massive MIMO systems. The diversity gain for the distributed system outperforms the co-located system, even though the channel in the co-located system has richer scattering (the number of propagation paths in the co-located system is twice as the distributed system). Also, as it can be seen from the figure, the curves for the distributed systems are parallel to each other, especially for the high-SNR region, which can be confirmed by (28).

Fig. 6 illustrates the effect of the large scale fading coefficient on the diversity gain. Despite other simulations, we con-
Case III has approximately the same diversity gain as a system with $M_t = M_r = 1$ and $L = 4$, i.e., $D_G = 4$, which is depicted in Case IV.

V. CONCLUSION

In this paper we analyzed BICMB in mmWave massive MIMO systems. BICMB achieves full spatial diversity of $\left(\sum_{i,j} \beta_{ij}\right)^{\frac{1}{2}}$ over $M_t$ RAU transmitters and $M_r$ RAU receivers. This means, by increasing the number of RAUs in the distributed system with BICMB, one can increase the diversity gain and multiplexing gain. As it can be seen from the diversity gain formula for the single-user system, the value of diversity gain is independent of the number of antennas in each RAU for both transmitter and receiver. A special case of the diversity gain where $L_{ij} = L$ and $\beta_{ij} = \beta$ would be $M_t M_r L$ which is similar to the diversity gain of a conventional MIMO system.
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