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Abstract—The variation of bandwidth in wireless networks
imposes significant challenges to the operation of congestion
control protocols, especially, those relying on estimations of link
bandwidth. For example, TCP CUBIC probes the end-to-end
available link bandwidth while XCP and VCP require an explicit
knowledge of the available link bandwidth at intermediate nodes.
Thus, these protocols are subject to oscillatory behavior and
serious performance deterioration in wireless networks without
properly compensating against the fluctuations of the bandwidth.
In this paper, we propose a bandwidth estimation scheme utilizing
Extended Kalman Filtering (EKF) to which we refer as EBE.
Rather than directly measuring bandwidth in real-time, EBE
monitors either per flow states at a sender or persistent queue
sizes to predict the available bandwidth. EBE is utilized to
compensate against the impact of bandwidth variations thereby
stabilizing and improving the performance of congestion control
protocols in wireless networks. We implement EBE in NS2 and
integrate it with XCP, VCP, TCP CUBIC, and few other TCP
alternatives. Through extensive simulation studies, we demon-
strate significant performance improvements of these protocols
in wireless networks as the result of using EBE.

Index Terms—Wireless Congestion Control, Time-Varying
Bandwidth Estimation, Extended Kalman Filtering, Oscillatory
Behavior, TCP CUBIC, XCP, VCP, NS2.

I. INTRODUCTION

With the explosive growth of the Internet, performing effec-

tive congestion control has turned into a critically important

issue. The problem of congestion control is nonlinear in

nature, regardless of the use of wired or wireless transmission

media. Most proposed congestion control protocols have been

developed using nonlinear design principles. Examples of

such design principles include two phase slow start, conges-

tion avoidance dynamic windows, binary feedback, additive-

increase, multiplicative-decrease, and multiplicative-increase.

The use of wireless transmission media only exacerbates

nonlinearity effects considering fading, shadowing, path loss,

and other signal attenuation factors that are absent in wired

transmission environments but have a direct impact on the

effectivity of congestion control protocols.

As the defacto standard protocol of congestion control,

TCP reveals efficiency problems in high Bandwidth Delay

Product (BDP) networks due to its conservative approach in

updating the congestion window (cwnd) size. Over time, many

alternative protocols have been proposed to cope with this

problem. These protocols roughly fall into two categories, end-

to-end probing protocols and router-assisted explicit feedback

protocols. While protocols of the former category such as [1],
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[2], [3] perform aggressive probing of the value of cwnd in re-

sponse to a congestion event, protocols belonging to the latter

category such as eXplicit Congestion-control Protocol (XCP)

[4], Variable-structure Congestion-control Protocol (VCP) [5],

and Multi Packet Congestion-control Protocol (MPCP) [6] rely

on an accurate knowledge of the link capacity for performing

congestion control. Albeit following different operating mech-

anisms, the performance of protocols in both categories above

can be significantly degraded in wireless networks because

of frequent bandwidth variations. In order to accommodate

protocols belonging to both categories, the concept of the link

bandwidth used in our paper is two-fold. For router-assisted

protocols, the concept of available link bandwidth is not the

bandwidth as seen by a connection. Rather, it is the available

physical link capacity monitored by network routers. For end-

to-end protocols, the concept of available bandwidth is the

available end-to-end bandwidth as seen by a TCP flow.

As the main motivation of this paper, the use of bandwidth

estimation schemes can help relieve the problem of conges-

tion control protocols associated with bandwidth variations.

In recent years, many bandwidth estimation schemes have

been proposed. Proactive probing schemes discussed in [7],

[8], [9], [10], [11] estimate bandwidth by injecting probing

packets into network. While these schemes may gain well on

precision, packet injection may exacerbate congestion events.

Packet dispersion techniques such as [12], [13], [14], [15] may

somewhat alleviate the problem of active probing techniques

by sending a smaller number of packets back-to-back into

the network. Nonetheless, they are classified as active probing

techniques. On the other hand, passive measurement schemes

such as [16], [17], [18], [19], [20], [21], [22], [23] rely on

passive measurements of the available bandwidth at routers.

Also belonging to passive measurement schemes, certain TCP

variants such as TCP Westwood (TCPW) [24] and TCP Vegas

[25] estimate the available bandwidth based on the variance

of the arriving rate and the Round Trip Time (RTT). Although

these schemes avoid the disadvantage of proactive probing

schemes, their accuracy is typically not as good as active

measurement schemes.

In this paper, we propose a novel protocol-agnostic EKF-

based Bandwidth Estimation (EBE) scheme that operates with

TCP/VCP/XCP at the TRANSPORT layer. Utilizing EBE,

both end-to-end protocols and router-assisted protocols can

achieve significant performance improvements. In particular,

EBE provides congestion control protocols with an accurate

estimation of the actual link bandwidth by monitoring either

per flow states or router related information whichever is of

significance. In this paper the terms capacity and bandwidth

are used interchangeably. Sender perceived available band-

widths are monitored in the case of end-to-end protocols, while
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routers’ persistent queue sizes are used for router-assisted

protocols. While EBE predicts the physical link capacity for

router-assisted protocols as seen by routers, it predicts end-

to-end available bandwidth seen by end nodes for end-to-end

protocols.

In comparison with the existing bandwidth estimation

schemes, our work shares some of its features with those

of XCP-b [16] and QFCP [20]. However, the absence of the

major drawbacks of those schemes noted below significantly

differentiates our work from them. First, the accuracy of the

probing mechanism of XCP-b is negatively impacted in high

BDP networks with small network buffer sizes. Moreover,

XCP-b is a specific modification of XCP and not applicable

to other congestion control protocols. As an alternative to

XCP, QFCP provides per flow feedback based on flow rate

instead of XCP’s per packet feedback based on window

adjustment. Using a simple linear increase by a fixed factor

growth model for link capacity, QFCP responds very slowly

to a large bandwidth increase. Further, using the fixed growth

factor can eventually increase the link capacity estimate to a

very large value (infinity in theory) when a link is always

idle or underutilized. As such, QFCP has to place an upper

bound on the estimate preventing it from working efficiently

when bandwidth increases to a value beyond the set upper

bound. Most importantly, both protocols represent reactive

mechanisms to mitigate congestion events while our proposed

work represents a proactive mechanism to prevent congestion

events. As such, we argue that the proposed EBE scheme

is more effective than those protocols in using queue status

information that may be made available at routers.

This paper makes several contributions. First, it utilizes

an EKF to provide a passive yet precise estimate of the

available bandwidth. In doing so, it develops the system and

measurement model of the EKF for end-to-end protocols

of interest. To the best of our knowledge, this is the first

work on applying EKF to available bandwidth estimation

for congestion control protocols without introducing probing

traffic. Second and unlike previously proposed schemes, the

proposed scheme in this paper, EBE, is not limited to a specific

congestion control protocol and can be used in conjunction

with any congestion control protocol of interest. Third, this

paper proposes utilizing an EBE maintainer module capable

of effectively detecting both link bandwidth increases and

decreases. Most existing approaches perform well on link

bandwidth decreases, but none of them can proactively predict

link bandwidth increases. Finally, the paper reports sample

results of extensive performance evaluation experiments illus-

trating improvements for a wide range of congestion control

protocols.

The rest of this paper is organized as follows. In Section

II, we explain the detail functionality of our proposed EBE

module based on a theoretical description of the EKF utilized

in this study. Section III describes the individual modules used

in the design and implementation of EBE. Simulation results

and the analysis of those results are provided in Section IV.

Finally, Section V concludes this paper.

II. EKF-BASED BANDWIDTH ESTIMATION

In this section, a brief mathematical description of the

operating principles of the EKF used in our work is provided.

The discussion is then followed by introducing the EBE

system mapping into the context of the current discussion.

A. Extended Kalman Filter

Both Extended Kalman Filtering (EKF) [26] and Particle

Filtering (PF) [27] are widely used tools for solving nonlinear

state estimation problems. While an EKF linearizes the non-

linear dynamics of a system assuming the process and sensor

noise have Gaussian distributions, a PF does not require the

noise to be Gaussian. However, the advantage of PF over EKF

is typically offset by its higher complexity. Considering its

practical advantage, this study uses EKF as the estimation

tool of choice after experimentally verifying the associated

underlying assumptions. An EKF requires to define both a

system state and a measurement model. Specifically, a system

model can be described as

x(ti) = f (ti, ti−1, x(ti−1)) + w(ti) (1)

where x(ti) is an n-dimensional vector describing the state

of the system at time ti and f is the n-dimensional nonlinear

system state transition vector over the time interval [ti−1, ti].
The n-dimensional zero-mean discrete-time white Gaussian

noise vector w represents the unknown system dynamics not

included in f . It is assumed to have a covariance kernel

E
{

w(ti)w
T (tj)

}

=

{

Ψω, ti = tj
0, ti 6= tj

(2)

where Ψω is an n× n matrix representing the strength of w.

The measurement model is defined as

z(ti) = Hx(ti) + v(ti) (3)

where z is the m-dimensional measurement vector and H
is the m × n measurement matrix. The measurement noise

v representing the uncertainty of the measurement is an m-

dimensional vector containing discrete-time white Gaussian

noise of zero mean and covariance kernel

E
{

v(ti)v
T (tj)

}

=

{

R, ti = tj
0, ti 6= tj

(4)

where R is an m × m matrix representing the strength of

v. EKF operates in two cycles. The first cycle known as the

“prediction” cycle, projecting the current state x̂(ti−1) and

error covariance P (ti−1) from ti−1 to ti, obtains an apriori

estimate x̂(t−i ) and error covariance P (t−i ) for ti as

x̂(t−i ) = f [ti, ti−1, x̂(ti−1)] (5)

P (t−i ) = ∇f P (ti−1)∇fT +Ψω (6)

where ∇f is the Jacobian matrix of the partial derivatives of

f with respect to x. The second cycle known as the “update”

cycle, incorporating a new measurement z(ti) into the apriori

estimate, obtains an improved aposteriori estimate x̂(ti) as

x̂(ti) = x̂(t−i ) +K(ti)
[

z(ti)−Hx̂(t−i )
]

(7)
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P (ti) = [I −K(ti)H]P (t−i ) (8)

In the equation above, the Kalman gain K(ti) is given by

K(ti) = P (t−i )H
T
[

HP (t−i )H
T +R

]−1
. Given equations

(1) through (8), the quantities x, z, f , ∇f , Ψω, H , and R
have to be determined in order to utilize EKF.

B. EBE Mapping of Router-Assisted Protocols

In this section, we develop bandwidth estimation models for

router-assisted protocols. As the protocols of interest in this

category, this section focuses on XCP [4] and VCP [5].

Fundamentally, both XCP and VCP require all intermediate

routers to monitor network congestion status and send feed-

back to the sender. While XCP directly controls the sender’s

sending rate, VCP only signals the sender with the value of

load factor representing the ratio of demand to capacity. In

XCP, feedback is calculated through the following equation

Φ = a · d · S − b · ζ (9)

where a and b are constant parameters, d is the average RTT ,

S represents the spare bandwidth calculated by subtracting

the input traffic rate from the link capacity value, and ζ is

the persistent queue size computed as the minimum queue

size observed for an arriving packet in the last propagation

delay. Once XCP converges, the value of ζ is supposed to be

0 and nearly 100% link bandwidth utilization achieved given

an accurate estimate of the link capacity. In contrast, VCP

calculates the value of Load Factor using equation

LFl =
Tl + κq · ζ
Ut · Cl · tI

(10)

where Tl is the input traffic load during time interval tI , κq

controls how fast the persistent queue drains, Cl is the link

capacity, Ut is the target utilization rate, and ζ is the persistent

queue size.

Similar to XCP, the performance of VCP relies on an

accurate estimation of the link capacity under which persistent

queue size is designed to be nearly 0 when VCP converges.

Since link capacity oscillates in wireless networks, the per-

formance of both protocols can be significantly deteriorated

without properly compensating against capacity oscillations.

Both XCP and VCP require individual link capacity values

which are not directly measurable. However, given a router,

the utilization of its downstream link can be approximated

with a function of its persistent queue length [5]. The spare

bandwidth can be derived from the router persistent queue

length for XCP according to the work of [16]. EBE attempts

at predicting the router queue length and translating the

prediction result into the value of link capacity. Hence, router

queue length and packet arrival rate are selected as state

variables and the queue length is selected as the measurement

for router-assisted protocols. We adopt the system and the

measurement model utilized in [28] in which the underlying

assumptions for using EKF in our work are validated. Specif-

ically, x(ti) =
[

x1(ti) x2(ti)
]T

where x1 represents

the queue length in packets and x2 represents packet arrival

rate in packets per second. Further, the measurement variable

z(ti) is a scalar representation of the queue length. The

measurement matrix is then given by H = [ 1 0 ].

The vector f(.) =
[

f1(.) f2(.)
]T

contains elements f1
and f2 representing state transition functions of x1 and x2,

respectively.

For x̂1(ti−1) ≥ 1

f1 =
ρ

1− ρ

(

1−Qx̂1(ti−1)+2 (α, β

− 1

ρx̂(ti)(1− ρ)

(

1−Qx̂1(ti−1)+2 (β, α)
)

+ x̂1(ti−1)Qx̂1(ti−1)+1 (α, β

+ρµτQx̂1(ti−1)+2 (α, β)− µτQx̂1(ti−1) (α, β)
(11)

For x̂1(ti−1) = 0

f1 =
ρ

1− ρ
(1−Q2(α, β))

− 1

1− ρ
(1−Q2(β, α)) + ρµτQ1(α, β)− µτ(1−Q2(β, α))

(12)

where τ = ti−ti−1, ρ = 1
µ
x̂2(ti−1), α =

√
2ρµτ , β =

√
2µτ ,

and µ is the service rate updated according to the output of

EBE.

The function Qn is given by

Qn(α, β) = exp

(

−α2 + β2

2

) ∞
∑

k=1−n

(

α

β

)k

Ik (αβ) .

in which I is the modified Bessel function of the first kind

defined as

In(y) =

∞
∑

k=0

(y/2)n+2k

k!Γ(n+ k + 1)
(13)

Due to the unknown nature of the packet arrival rate, the

state transition function of x2 is approximated as a Brownian

motion process [29]. Such approximation results in identifying

f2 as

f2 = x̂2(ti−1) (14)

Note that since f is not continuous, the partial derivatives of

f must be approximated by a two-sided difference equation.

Therefore,

∇f
11

=

f1

([

x1

x2

]

+

[

∆x1

0

])

− f1

([

x1

x2

]

−
[

∆x1

0

])

2∆x1
(15)

Further,

∇f
12

=

f1

([

x1

x2

]

+

[

0
∆x2

])

− f1

([

x1

x2

]

−
[

0
∆x2

])

2∆x2
(16)

In the equations above, ∆x1 and ∆x2 represent small per-

turbations from the value of x1 and x2, respectively. Because

x1 represents the queue size and must be an integer, ∆x1

is chosen to be 1, the smallest perturbation allowed. In

addition, ∆x2 is chosen to be x2

100 in order to provide a scaled

perturbation that was two orders of magnitude smaller than



4

the state. Accordingly and given x = x̂(ti−1), the Jacobian

matrix of partial derivatives of f is approximated by

∇f =

[ ∇f
11

∇f
12

∇f
21

∇f
22

]

=

[

∇f
11

∇f
12

0 1

]

(17)

where

∇f
11

=

f1

([

x1

x2

]

+

[

1
0

])

− f1

([

x1

x2

]

−
[

1
0

])

2

∇f
21

=

f1

([

x1

x2

]

+

[

0
x2

100

])

− f1

([

x1

x2

]

−
[

0
x2

100

])

x2

50
(18)

The two dynamic noise signals are treated as uncorrelated and

thus Ψω is diagonal. The values in the following equation

are obtained from our experiments which result in the best

performance improvement.

Ψω =

[

1.0× 10−5 0
0 5.0× 10−6

]

(19)

Finally, the measurement noise R is a scalar determined by

iteratively calculating the variance of z.

C. EBE Mapping of End-to-End Protocols

In this section, we develop bandwidth estimation models

for end-to-end protocols. Most end-to-end congestion control

protocols perform an estimation of the available bandwidth in

order to set the parameters ssthresh (threshold of slow start)

and cwnd after observing a packet loss. As the main protocol

of interest in this category outperforming other alternatives

such as TCP Westwood and TCP Vegas, this section focuses

on TCP CUBIC [2]. In contrast to XCP and VCP, TCP CUBIC

grows its congestion window size only depending on two

consecutive congestion events. The window growth expression

(cwnd) in CUBIC uses the function

W (t) = η(t−K)3 +Wmax (20)

where η is a scaling factor, t is the elapsed time from

the last window reduction caused by a packet loss event,

Wmax is the last value of cwnd that caused packet loss, and

K = 3

√

βWmax

C
. In the latter expression, β is a constant

multiplication decrease factor applied to window reduction at

the time of a loss event.

In TCP CUBIC, the estimation of available bandwidth is

mapped to Wmax. Our previous experimental results [30] have

revealed that TCP CUBIC performs best in various wireless

scenarios among recent TCP variants because of the utilization

of the cubic function and the introduction of Wmax. Thus in

this paper, we integrate EBE with the TCP CUBIC showing

how it can improve bandwidth utilization by providing a more

accurate estimate of the available bandwidth to end-to-end

protocols. Nonetheless, we note that EBE can be integrated

with any congestion control protocol.

TCP CUBIC registers the value of Wmax. When the value

of cwnd is close to Wmax, the cubic function reaches its

plateau around Wmax. Since the value of Wmax remains

unchanged until the next packet loss event occurs, TCP CUBIC

is not able to efficiently detect the variations of the available

bandwidth. Thus, EBE focuses on adaptively predicting the

proper value of Wmax based on RTT variations. When a

packet loss event occurs due to congestion and under FIFO

queuing scheme, each flow experiences its maximum RTT.

In case Active Queue Management (AQM) schemes such as

RED are deployed along the path of a flow, a packet loss

event might occur before the router queue overflows. Note

that packet loss still occurs when the router queue builds up

to certain level, which makes the flow experience an RTT

close to its maximum RTT. Thus, in the rest of the paper,

we do not differentiate a FIFO queue from an AQM queue.

Denoting Rmax as the value of RTT when TCP CUBIC

updates Wmax, an accurate estimate of Wmax puts the RTT

of the flow close to Rmax when cwnd is close to Wmax.

Hence, a significant difference between the values of RTT and

Rmax implies either an increase or decrease of the available

bandwidth. When a packet loss happens, EBE registers the

values of cwnd and RTT as Wmax and Rmax. To simplify the

system model, EBE only provides the estimate at the plateau

of the cubic function. More specifically, Wmax is decreased

when

∣

∣

∣

W (ti)
Wmax

− 1
∣

∣

∣
< ǫ and if 0 < RTT (ti)

Rmax

− 1 < Ω. Wmax is

increased if 1 − RTT (ti)
Rmax

> ν, where 0 < Ω < ν < 1. Next,

we discuss how EBE adjusts the value of Wmax based on the

variations of RTT. Define the expected maximum throughput

for a flow without packet loss as Tmax = Wmax

Rmax

. Since Wmax

is the expected maximum value of cwnd, we approximate the

projected maximum throughput by Tactual(ti) =
Wmax(ti)
RTT (ti)

at

ti when the actual cwnd is close to Wmax. Then, the variation

in the value of Tmax(ti) is determined by the difference be-

tween the Tmax(ti−1) and Tactual(ti−1). The rationale is that

when EBE needs to decrease the value of Wmax, the difference

between Tactual(ti) and Tmax is supposed to be consumed by

other flows and thus the value of Wmax has to be reduced to

Wmax − δ, where δ is defined as (Tactual(ti)− Tmax)Rmax.

In contrast, when EBE needs to increase the value of Wmax,

the value of Tactual is larger than Tmax. Since the flow

has already consumed more bandwidth than the estimated

maximum available bandwidth, the value of Wmax can be set

as the current cwnd without causing congestion.

Based on the explanation above, we define the system and

measurement models of EKF. There are two state variables

defined as x(ti) =
[

x1(ti) x2(ti)
]T

where x1 represents

Wmax in packets, x2 represents the RTT of the flow, and z(ti)
is the scalar measurement variable representing Wmax. The

measurement matrix is given by H = [ 1 0 ].

Let tL denote the time at which the most recent loss event

happened, then λ = x̂2(ti−1)
x̂2(tL) −1. Defining the logical operator

♣ as

♣ = ((

∣

∣

∣

∣

W (ti−1)

x̂1(ti−2)
− 1

∣

∣

∣

∣

< ǫ) & (0 < λ < Ω)) | (−λ > ν)

(21)

the state transition function of x1 is described as follows.

f1 = x̂1(ti−1) + f†
1 (22)
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where

f†
1 =

{ (

1− x̂2(ti−1)
x̂2(tL)

)

x̂1(ti−2), if ♣
0, otherwise

(23)

The transition function of x2 is represented as

f2 = x̂2(ti−1) (24)

Accordingly, the Jacobian matrix of partial derivatives of f is

given by

∇f =

[

1 ∇f12
0 1

]

(25)

where

∇f12 =

{

− x̂2(ti−1)
x̂2(tL) , if ♣
0, otherwise

(26)

The definition of Ψω is the same as that of Equation (19) and

the scalar measurement noise R is determined by iteratively

calculating the variance of z. In our work, we set ǫ = 0.3, Ω =
0.2, and ν = 0.5 reflecting our best experimental findings.

III. SUPPORTING EBE MODULES

In this section, we describe individual modules used in the

design and implementation of EBE.

A. EKF Predictor

The EBE utilizes an EKF to provide a precise estimation

of the quantities of interest to this study. For router-assisted

protocols, EKF predictor runs on each router. For end-to-end

protocols, EKF only runs on the sender side. While EKF

predictor can be deployed in different places, it is designed

to use a uniform sampling method. Specifically, there are

two timers associated with the EKF predictor. The first timer

to which we refer as the measurement timer is used for

sampling the persistent queue size, i.e., arriving rate in the

case of XCP and VCP; Wmax and RTT in the case of TCP

CUBIC. The timer expires once every 10 msec such that

it can provide the underlying protocol with ample time to

converge. The second timer to which we refer as the estimation

timer is for making the estimation of the real-time persistent

queue size and Wmax. Importantly, the discrete-time points

used by EKF are defined by the second timer. Note that this

timer is independent of the timing of the congestion control

algorithm. Thus, there is no correlation between these time

points and the congestion control algorithm. As indicated in

Internet measurements report [31], roughly 75% − 90% of

the flows have RTTs less than 200 msec. Hence, we set the

timer to expire once every 200 msec, which happens to be

consistent with the sampling timers of XCP and VCP [4],

[5]. Consequently, there are 20 available measurement samples

between two consecutive timeouts of the estimation timer. The

mean of these samples is delivered to EKF as z.

The EKF starts its first cycle, i.e., the prediction cycle, in

which it gets an apriori state estimation x− and an apriori

covariance estimation P− for the current estimate using Equa-

tion (5) and (6). Thereafter, using sampled measurement z of

the queue size in the case of XCP and VCP or Wmax value

in the case of CUBIC, the EKF produces the Kalman gain,

the aposteriori state x, and the aposteriori covariance P as

presented in subsection II.

Notably, the estimation of EKF is sensitive to the value

of parameter Ψω. In our experiments, we set Ψω as that

of Equation (19) experimentally yielding the most accurate

estimate. The output of the EKF is delivered to the Link

Capacity Monitor (LCM) in order to retrieve the instant link

capacity as presented below. At this stage, the parameters of

the EKF have been tuned for producing a precise prediction.

B. Link Capacity Monitor

The LCM primarily serves router assisted protocols. In

the case of end-to-end protocols, the output of the EKF is

the estimation of the maximum available bandwidth for a

flow which can be directly used in the control algorithm for

regulating cwnd. The following discussion is focused on LCM

for router assisted protocols. To feed the EKF, EBE keeps

track of the persistent queue size during the last estimation

interval. According to the control algorithm of XCP and VCP

and under the assumption of having an accurate estimate of

the link capacity, the expected persistent queue size is close

to zero when either protocol converges. If the actual link

capacity is lower than the estimate, the queue will build up to

compensate against the estimation error [16]. In fact, nearly all

congestion control protocols have the design goal of forming

nearly zero persistent queue sizes. The link capacity estimation

error is reflected in a built up queue. Thus, for router-assisted

explicit feedback protocols, EBE derives the spare bandwidth

from the queue variation in each estimation interval instead of

calculating the difference between the link capacity and the

input traffic rate following Equation (6) of [16].

Further, EBE retrieves the link capacity by adding up the

input traffic rate and the spare bandwidth.

C. EBE Maintainer

The EBE maintainer component is designed to increase the

responsiveness of EBE in the case of a bandwidth increase.

Specifically, when link bandwidth increases, the persistent

queue size and RTT are supposed to decrease. However, if

the previous persistent queue size and RTT remain low or

nearly zero, such bandwidth increase will not affect the queue

size and RTT significantly. As a result, EBE may not be able

to drive the EKF in order to make an accurate prediction.

Thus, the EBE maintainer is introduced to force an increase

in the sending rate and to build a reasonable value for the

persistent queue and RTT. Specifically, the EBE maintainer

monitors the ratio of the average queue size and RTT in the

current estimation interval and in the last estimation interval.

Queue Maintainer: For XCP and VCP, we maintain a queue

length that equals to 15% of the queue buffer size in our

simulation. Therefore, for instance, if the ratio is smaller

than or equal to 1.0 and both two average queue sizes are

below the threshold value of 15% of the buffer size, the

queue maintainer assumes the link bandwidth has increased.

It, then, outputs a factor of Υ to the congestion control

protocol yielding a shrunk load factor or inflated feedback

until it detects a ratio larger than 1.0 and an average queue
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sizes larger than the threshold value. Note that the threshold

value represents a tradeoff between the sensitivity of EBE to

bandwidth variations and the efficiency of congestion control.

The higher the threshold, the more sensitive the EBE to

bandwidth increases. However, a high threshold value yields

a high delay and a lower robustness to traffic bursts. We

would like to note that the threshold value also depends on

the system configurations, i.e., bottleneck queue capacity. In

our experiments, EBE delivers its best performance in terms

of bandwidth utilization with a threshold in the range of

[13%−18%]. In Section IV, we provide experimental evidence

to our argument.

The choice of Υ will vary slightly depending on the choice

of the protocol. We set Υ to 1.14 for VCP and to 1.40 for

XCP indicating our best experimental findings.

RTT Maintainer: For TCP CUBIC, the same logic is fol-

lowed. Note that when a loss event happens, the queue is

full and a flow is experiencing its maximum RTT. Under

the assumption that the queuing delay is dominant when

congestion happens, we set the threshold of RTT at Rmax ×
15%. If RTT (ti)/RTT (ti−1) ≤ 1.0 and both RTT (ti)
and RTT (ti−1) are below the threshold, the RTT maintainer

assumes that the link bandwidth has increased. Then, the same

value of Υ as that in Queue Maintainer is used to inflate the

cwnd until a ratio larger than 1.0 and average RTTs larger

than the threshold value are detected. In our simulation, we

set Υ to 2.0 for TCP CUBIC. It is important to note that

the choice for the value of Υ represents a tradeoff. A high

value for Υ yields better bandwidth efficiency and a higher

persistent queue size imposing negative effects on tolerance

to bursty traffic. To the contrary, a low value for Υ yields s

a low speed of converge and a smaller persistent queue size.

It is also important to note that such design does not require

support from the congestion control protocol itself.

IV. PERFORMANCE EVALUATION

In this section, the NS2 performance evaluation results are

presented. We implement EBE in NS2 and apply it to XCP,

VCP1, and CUBIC. We demonstrate EBE-based performance

improvements of the protocols of interest measured in terms

of bandwidth utilization, buffer occupancy, cwnd dynamics,

and the average FTP completion times. In our experiments,

we refer to EBE-improved version of the protocols as XCP-

EBE, VCP-EBE, and CUBIC-EBE. In the case of XCP, we

also compare our results with those of XCP-b.

We have two simulation topologies, namely, dumbbell and

parking-lot topologies. Both topologies share the following

baseline configurations. In the case of XCP and VCP, all

side links are configured to have a one way delay of 4
msec. The bandwidth of the bottleneck link(s) varies(vary)

between 1 Mbps and 20 Mbps with a one way delay of 32
msec. Reverse path traffic exists in all simulations. A single

simulation experiment has an overall duration of 120 sec.

1It is worth noting that we have also applied EBE to MPCP as a multi-
packet feedback congestion control protocol alternative to VCP. Considering
the fact that EBE is agnostic to the use of multi-packets, the results are similar
to those of VCP and are not reported here.
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Fig. 1. The effects of EBE Queue threshold.

In the case of CUBIC, all side links are configured to have

a one way delay of 25 msec. The bandwidth of the bottleneck

link(s) varies(vary) between 1 Mbps and 400 Mbps with a one

way delay of 200 msec. A single simulation experiment has

an overall duration of 200 sec.

In all cases, an RTT difference of 10 msec is introduced

among flows. Further, random bandwidth values are uniformly

distributed2 over the range of [1, 20] Mbps in the case of

router-assisted protocols and [1, 400] Mbps in the case of TCP

CUBIC. Each value holds for 10 seconds. Note that the chosen

range of bandwidth variations affects the transient behavior

of the protocols with which we experiment. While having a

smaller maximum bandwidth reduces the reaction speed of

EBE, having a larger maximum bandwidth may cause a more

significant packet loss upon a bandwidth decrease.

Before providing specific results associated with the topolo-

gies of our experiment, we present experimental evidence as to

why EBE delivers its best performance in terms of bandwidth

utilization with a threshold in the range of [13%− 18%].
Using the settings above, Fig. 1 illustrates the effects of

the threshold on performance for the case of VCP. The

initial bandwidth is set to 10Mbps. The bandwidth changes to

15Mbps at 20 seconds followed by 5Mbps at 40 seconds. As

anticipated, when the threshold is set to 0, EBE fails to detect

the bandwidth increase. When the threshold is set to 5%, EBE

can gradually catch up with the bandwidth increase. However,

the convergence speed is lower than the case associated with

a threshold of 13%. Note that when the threshold is beyond

13%, there is no significant performance variation in terms of

bandwidth utilization. However, when the threshold is higher

than 18%, more oscillations are observed in terms of cwnd
dynamics affecting fairness. For example,, while the average

Jain fairness index is close to 0.98 with a threshold 18%, the

fairness index reduces to under 0.9 with a more aggressive

threshold. Moreover, it is desired to keep the queue length as

low as possible in order to accommodate bursty traffic. Thus,

2While not reported here, we note that our experimental results with few
other distributions have yielded comparable results. In fact, we have observed
that the EKF can work with any distribution for as long as its time constant
is relatively smaller than the change rate.
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we observe that a choice of 15% for the value of threshold

best addresses the factors above. While not reported due to

shortage of space, the results associated with other protocols

are similar to what is reported here.

A. Dumbbell Topology

Fig. 2(a) shows the dumbbell topology of our simulation

study in which the bottleneck link bandwidth is assumed to be

varying randomly according to a uniform distribution. There

are two types of end-to-end aggregate FTP flows traversing

the topology, namely, long-lived and short-lived flows. For

XCP and VCP, there are 20 long-lived FTP flows traversing

the bottleneck links in both directions and 10 short-lived FTP

flows traversing the bottleneck link in the forward direction

going from left to right3. All flows begin at a random start time

between 0 sec to 300 msec. The buffer size of the bottleneck

link is set to 575 KBytes. For CUBIC, there are 5 long-lived

flows and 10 short-lived flows. All flows begin at a random

start time between 0 sec to 100 sec. The buffer size of the

bottleneck link is set to 3300 KBytes. CUBIC parameters are

chosen to aid the protocol cope with its inherent significant

performance degradation. For both XCP and VCP, the initial

bandwidth is set to 10 Mbps. For CUBIC, we set the initial

bandwidth to be 200 Mbps.

1) Performance Comparison of VCP and VCP-EBE: Fig.

3(a) compares the persistent queue size of the bottleneck link

in the case of VCP and VCP-EBE. While VCP successfully

maintains a low queue size when the link capacity is smaller

than the configured capacity, severe oscillations and overflows

are observed in the opposite case. Essentially, VCP is unaware

of the underlying bandwidth variations and makes adjustments

to its sending rate using the fixed advertised value of the

link capacity. Accordingly, it does not make any specific

adjustment as the link bandwidth increases and therefore

maintains a low queue size as usual. VCP still attempts

to achieve a 10 Mbps bandwidth throughput as the link

bandwidth drops. Thus, the queue size increases and eventually

overflows. Then, it reacts to overflow with a sending rate

drop causing oscillation. In contrast, VCP-EBE can detect

the change of link bandwidth and respond appropriately. Over

the entire simulation period, VCP-EBE maintains a relatively

steady queue size which is about 15% of the buffer size in

our simulation. Although the average queue size for VCP-

EBE is larger than that of VCP, the average queue size for

VCP-EBE is at an acceptable range illustrating the tradeoff

between efficiency and buffer occupancy.

Fig. 3(b) compares the bottleneck link utilization achieved

by VCP and VCP-EBE. While the actual link bandwidth is

larger than the configured value of 10 Mbps in the time

interval from 10 sec to 60 sec, VCP fails to utilize the

increased bandwidth efficiently. When the bandwidth drops,

VCP still keeps increasing its sending rate in order to achieve

the perceived utilization calculated using a fixed bandwidth

value. The latter results in growing the queue size of the

3While not shown here, we have observed that our proposed scheme works
for other scenarios in which a large number of short-lived flows dominate the
traffic mix.

bottleneck link and eventually making the link congested. To

the contrary, VCP-EBE demonstrates near 100% utilization

during the whole simulation period illustrating good sensitivity

and responsiveness to bandwidth variations.

Fig. 4(a) and 4(b) illustrate the cwnd dynamics achieved

by VCP-EBE and VCP. This experiment is performed using

5 long-lived flows. VCP-EBE shows responsiveness and effi-

ciency as the result of maintaining a relatively steady value

for cwnd and being able to catch up with the variations of

the link bandwidth. In contrast, VCP fails to regulate the

value of cwnd efficiently showing severe oscillations. Fig. 5(a)

and 5(b) statistically illustrate the cwnd dynamics achieved

by VCP-EBE and VCP using 50 long-lived flows. In the

figures, cwnd dynamics of a sample flow, the 10-percentile,

and 90-percentile of cwnd dynamics of all flows are plotted.

It is observed that VCP-EBE consistently converges and the

value of cwnd for all flows fall into a small range as the

link bandwidth varies. In contrast, VCP fails to converge and

demonstrates severe oscillations in cwnd values. Note that

during the first 60 seconds when the link bandwidth increases,

VCP converges in a relatively small range of cwnd values

yielding inefficiency. Further, VCP fails to converge when link

bandwidth significantly decreases after 60 seconds.

2) Performance Comparison of XCP, XCP-b, and XCP-

EBE: In this section, we compare the performance of XCP,

XCP-b, and XCP-EBE. Fig. 6(a) compares the persistent queue

size of the bottleneck link for the three variants of XCP. In

the case of XCP and similar to the case of VCP, the behavior

of the persistent queue size is quite different when the link

capacity is larger or smaller than the configured capacity. XCP

could successfully maintain a low queue size in the former

case, while oscillations are observed in the latter case based

on the same reasons explained in the case of VCP. Both

XCP-b and XCP-EBE show similar queue size characteristics.

While both schemes maintain relatively steady queue sizes,

their average queue sizes are larger than that of XCP over

the entire simulation period. It is also observed that the

average queue size of XCP-EBE is typically larger than that

of XCP-b. Fig. 6(b) compares the bottleneck link bandwidth

utilization achieved by XCP, XCP-b, and XCP-EBE. A close

look at the results reveals the following observations. First,

XCP fails to utilize the increased bandwidth efficiently when

the actual link bandwidth is larger than the configured value.

When the bandwidth drops, XCP “blindly” increases the

sending rate eventually causing a significant packet loss. To

the contrary, XCP-EBE demonstrates near 100% utilization

during the whole simulation period illustrating good sensitivity

and responsiveness to bandwidth variations. Moreover, XCP’s

response to bandwidth is a little faster than both XCP-EBE

and XCP-b at 80 sec and 100 sec marks. The reason is that

the persistent queue size of XCP is larger than that of XCP-

EBE and XCP-b. Hence, when the link bandwidth increases

at 80 sec and 100 sec, the decrease in persistent queue size

is more prominent in XCP than it is in XCP-EBE and XCP-

b. In essence, XCP notifies the sender to increase its sending

rate and has a faster response. After the queue size drains to a

small value, XCP is no longer capable of knowing the actual

link bandwidth and utilization will stay low. XCP-b shows
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(a) (b)

Fig. 2. An illustration of the (a) dumbbell, and (b) parking-lot topology used in our simulations.
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Fig. 3. A performance comparison of (a) the persistent queue size, and (b) the utilization of the bottleneck link over the dumbbell topology for VCP and
VCP-EBE.
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Fig. 5. A fifty-flow statistical performance comparison of the cwnd of the bottleneck link of the dumbbell topology for (a) VCP-EBE and (b) VCP.
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Fig. 6. A performance comparison of (a) the persistent queue size, and (b) the utilization of the bottleneck link over the dumbbell topology for XCP, XCP-b,
and XCP-EBE.
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a similar behavior as that of XCP-EBE. However, XCP-EBE

typically achieves a higher utilization and has a faster response

than XCP-b as the bandwidth varies.

3) Performance Comparison of CUBIC and CUBIC-EBE:

Fig. 7 compares the bottleneck link bandwidth utilization

achieved by CUBIC and CUBIC-EBE. CUBIC fails to acquire

the increased bandwidth and converges very slowly because

the flows are asynchronously generated in the region of 0
sec to 100 sec. However, it should be noted that although

CUBIC performs poorly when the bandwidth increases, the

utilization rate is still better than that of XCP or VCP due to

the aggressive probing of the available bandwidth. In contrast

to CUBIC, CUBIC-EBE responds very quickly to the change

of link bandwidth and achieves a nearly 100% utilization rate

during the whole simulation period. Furthermore, CUBIC-

EBE takes one third of the time CUBIC takes to converge.

We could also observe oscillations when the link bandwidth

is not changing, which is mainly caused by the buildup of the

RTT value and the aggressiveness of EBE Maintainer in EBE

module.

4) Performance Comparison of FTP File Transmission: In

this scenario, we have 5 FTP flows running in the dumbbell

topology. For XCP and VCP, each FTP flow transfers a 50 MB

data file. Flows start randomly within the interval of [0, 300]
msec. The average completion time of VCP, VCP-EBE, XCP,

and XCP-EBE averaged over 3 experiments are 289 sec, 198
sec, 270 sec, and 212 sec, respectively. It is obvious that with

EBE the congestion control protocols could still maintain a

high utilization rate even when the link bandwidth is not

fixed. The latter leads to a significantly shorter completion

time for file transfer. For CUBIC, each FTP flow transfers a

100 MB data file. Flows start randomly within the interval of

[0, 200] msec. The average completion time of CUBIC and

CUBIC-EBE averaged over 3 experiments are 211 sec and

185 sec, respectively. CUBIC-EBE is able to perceive the link

bandwidth variations and maintain a high utilization rate while

the original CUBIC fails to do so. Therefore, the completion

time is about 15% shorter for CUBIC-EBE than CUBIC.

B. Parking-Lot Topology

Fig. 2(b) shows the parking-lot topology used in our study.

There are 6 nodes in our parking-lot topology. The link

bandwidth for each link varies independently according to

a uniform distribution throughout the simulation time. The

lowest capacity link is originally set to be the link between

R2 and R3. If not specified below, simulation settings are the

same as those of the dumbbell topology. There are two types

of FTP flows. The first type of flows are aggregated end-to-

end FTP flows moving in the forward direction from left to the

right and the other type of flows are local FTP flows moving

in both directions. For XCP and VCP, there are 30 flows of

the former type and 10 flows of the latter type. For CUBIC,

there are 5 flows of the former type and 2 flows of the latter

type. For XCP and VCP, all flows begin at a random start time

between 0 msec to 300 msec. The initial bandwidth of the link

between R2 and R3 is set to 10 Mbps while it is set to 20
Mbps for other bottleneck links. For CUBIC, all flows begin

at a random start time between 0 sec to 100 sec. The initial

bandwidth of the link between R2 and R3 is set to 200 Mbps

while it is set to 400 Mbps for the other bottleneck links.

1) Performance Comparison of VCP and VCP-EBE: Fig.

8(a) compares the persistent queue size of the bottleneck link

measured in the cases of VCP and VCP-EBE. For VCP, there

are two sharp spikes at around 30 sec and 100 sec. These

spikes represent the ability of VCP to drain the queue quickly

in response to a bandwidth increase. However it should be

noted that these quick responses are observed only when the

bandwidth value is no greater than the fixed bandwidth value
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Fig. 8. A performance comparison of (a) the persistent queue size, and (b) the utilization of the bottleneck link over the parking-lot topology for VCP and
VCP-EBE. The bottleneck link bandwidths vary from 1 to 40 Mbps.

of VCP. From 70 sec to 80 sec, the bandwidth increases twice

with values beyond the fixed bandwidth value of VCP. How-

ever, the persistent queue size of VCP remains still. For VCP-

EBE, the persistent queue size is maintained approximately at

20% of the buffer size throughout the simulation period except

a sharp bandwidth decrease at around 20 sec. Since VCP-EBE

attempts at maintaining the queue size at a certain level, queue

size variations also representing bandwidth variations are not

as conspicuous as in the case of VCP. Nonetheless, queue size

variations are observed and VCP-EBE controls the queue size

better than VCP. Due to the introduction of the local flows in

the parking-lot topology, the average queue sizes of VCP-EBE

and VCP are higher than those in the dumbbell topology.

Fig. 8(b) compares the achieved bottleneck link utilization

of VCP and VCP-EBE. VCP fails to achieve a high utilization

when the actual link bandwidth is higher than 10 Mbps.

However, from 30 sec to 40 sec and from 100 sec to 110 sec,

VCP catches up with the bandwidth increase for about 8 sec,

and then it drops to a low level. The reason is that before the

bandwidth increases, the actual bandwidth stays much lower

than 10 Mbps which causes the queue to build up to a certain

level. Upon an increase of the actual bandwidth, the queue

drainage contributes to a high bandwidth utilization. Therefore,

VCP is able to enhance its sending rate. However, when the

persistent queue size is finally lowered to a small value, VCP

cannot obtain the actual link bandwidth and as such utilization

degrades. Notably, upon two sharp bandwidth increases at 30
sec and 100 sec, VCP temporarily outperforms VCP-EBE due

to a significant queue build up. Beyond that and in contrast to

the performance of VCP, VCP-EBE demonstrates near 100%
utilization during the whole simulation period illustrating good

sensitivity and responsiveness to bandwidth variations.
2) Performance Comparison of XCP, XCP-b, and XCP-

EBE: In this section, we compare the performance of XCP,

XCP-b, and XCP-EBE. The utilizations and queue sizes are

observed over five consecutive links of the parking-lot topol-

ogy.

While Fig. 9(a) compares persistent queue sizes for the

three variants of XCP, Fig. 9(b) compares the link bandwidth

utilization achieved by them. In [4] and when evaluating

performance in a parking-lot topology, the authors show that

XCP achieves a low utilization for those links traversed before

the bottleneck link. The reason is that those links are throttled

at the bottleneck link, yet XCP still keeps shuffling the band-

width from local flows to long-distance flows. Therefore, XCP

achieves a low utilization at those links preceding the middle

link, then a higher utilization at the middle link, and finally

maintains utilization at the same level in the links passed the

middle link. However in our simulation, the link bandwidth

for each link varies independent of other links, meaning that

the link with the lowest capacity could be changed during the

simulation period. It is shown in Fig. 9(b) that the utilization

rate of XCP cannot follow the same pattern as that in [4]. The

reason for the spike in the middle link is that the bandwidth

value is initially set to 10 Mbps while it is set to 20 Mbps for

other links. Further, the amplitude of bandwidth variation in

the middle link is higher than that of the other links. Therefore

and when the bandwidth of the middle link is larger than 10
Mbps, utilization significantly drops due to protocol’s inability

to observe a bandwidth increase beyond its original set value.

It should be noted that the utilization of XCP-b is only higher

than that of XCP in the middle link. The reason is that with a

much larger queue size build up during the overall simulation

and as illustrated in Fig. 9(a), XCP could still respond well by

observing the queue draining and growing. On the other hand,

XCP-b maintains its queue size at a very small level which

leads to inefficiency in response to bandwidth variations. XCP-

EBE also maintains its queue size at a certain level although

the value is much larger than that of XCP-b. This gives

XCP-EBE the advantage of efficiently detecting bandwidth

variations while maintaining a queue size much smaller than

that of XCP. It is shown in Fig. 9(b) that the utilization of

XCP-EBE is better than that of both XCP-b and XCP during

the simulation period.

3) Performance Comparison of CUBIC and CUBIC-EBE:

Fig. 10 compares the bottleneck link bandwidth utilization

achieved by CUBIC and CUBIC-EBE. As demonstrated in

the figure, CUBIC fails to converge during the simulation

period. Moreover, CUBIC fails to acquire the available band-

width when the link bandwidth increases. On the other hand,

CUBIC-EBE converges in approximately 60 sec. Furthermore,

CUBIC-EBE responds very quickly to the changes of link

bandwidth and achieves a high utilization close to 100% during
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Fig. 9. A performance comparison of (a) the average persistent queue sizes, and (b) the utilizations of five consecutive links over the parking-lot topology
for XCP, XCP-b, and XCP-EBE. The bottleneck link bandwidths vary from 1 to 40 Mbps.
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Fig. 10. A performance comparison of the bottleneck link utilization over
the parking-lot topology for CUBIC and CUBIC-EBE. The bottleneck link
bandwidths vary from 1 to 400 Mbps.

the simulation period. We also observe oscillations when the

link bandwidth is not changing which is mainly caused by

the build up of the RTT value and the aggressiveness of EBE

Maintainer in the EBE module. In addition, convergence in

the parking-lot topology is significantly slower than that in

dumbbell topology due to the introduction of the local flows.

At the end of this section, we would like to comment on

the convergence performance of EBE for scenarios in which

multiple flows join or leave a bottleneck link at different

times. We note that the target application scenario of EBE

is wireless networks where physical link capacity changes

occur. Since available link capacity changes due to flow joins

and leaves would not cause sudden queue length oscillation,

EBE does not offer significant performance improvements.

In such scenarios, the convergence performance of EBE is

comparable to that of standard approached without EBE in

terms of bandwidth utilization. More specifically, the use of

EBE slightly improves the speed of convergence at the cost

of slightly higher oscillations. Further, standard approaches

outperform EBE in terms of queue dynamics in such scenarios

since EBE attempts to maintain the queue length at a certain

level.

C. ANOVA Analysis

The one-way analysis of variance (ANOVA) can be used to

determine whether there is any significant difference between

the means of two groups of data. However, in the case of

having more than two groups of data, one-way ANOVA can

only tell whether there are at least two different groups of data,

but not which specific groups were significantly different from

each other. In such cases, post-hoc tests, e.g., Tukey test, can

be performed to compare every two groups.

In order to perform statistical tests, we run 30 sets of

experiments with VCP, VCP-EBE, XCP, XCP-b, XCP-EBE,

TCP CUBIC, and TCP CUBIC-EBE. The settings of the

experiments are the same as those presented in Section IV-A.

We compare the average bandwidth utilization and the average

Jain’s fairness index [32]. The results are analyzed utilizing

one-way ANOVA followed by a Tukey Post Hoc test with a

significance level of 0.01. We use IBM SPSS Statistics 21

tool to perform ANOVA analysis and Tukey test. It turns out

that EBE does make significant performance improvements

in comparison with its non-EBE alternatives. In all tests,

ANOVA analysis and Tukey Post Hoc test verify that the EBE

performance improvements are significant at a significance

level of 0.01. Note that in the case of VCP and TCP, Tukey

Post Hoc test is not performed since we only have two variants

to compare. The output of SPSS contains a descriptives

table providing useful descriptive statistics, including mean,

standard deviation, and standard error of the data set, followed

by an ANOVA table showing the analysis results of ANOVA.

The value in the last column of the ANOVA table and the

fourth column of the Multiple Comparisons table Sig., i.e.

P , shows whether there is a statistically significant difference

between group means. Taking XCP as an example, we report

the ANOVA analysis results in Fig. 11 and 12. For the reported

results, the significance level is set to 0.01. Thus, there is a

significant difference between the means of data sets if the

output value of ANOVA P is less than 0.01. It is observed in

all of our tests that there is a statistically significant difference

between EBE and non-EBE alternatives in terms of average

bandwidth utilization and fairness. Since the reported means of

EBE are larger than those of non-EBE, we make the argument

that EBE is statistically better than the non-EBE alternatives.

The only exception is a case in which XCP-b achieves better

fairness than XCP-EBE as shown in Fig. 12. However, the

output value of Tukey Post Hoc test P is 0.237 in that
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Fig. 11. The ANOVA analysis results of XCP Bandwidth Utilization.

Fig. 12. The ANOVA analysis results of XCP Fairness.

case showing the difference between the two alternatives is

insignificant.

D. Effectivity Discussion

In this subsection, we provide an effectivity discussion on

the use of EBE. In the case of router-assisted protocols, EBE

relies on queue length variations to predict link capacity.

Since sudden queue length oscillations are not caused by flow

joins and leaves, EBE does not offer significant performance

improvements in such cases. Thus, non-EBE approaches can

outperform EBE approaches since EBE attempts to maintain

the queue length at a certain level. Furthermore, due to the

use of the EBE maintainer, the performance of EBE is loosely

coupled with the queue size. While EBE functions properly

when utilizing very small buffers, such cases do not represent

the best use case of EBE because it will have difficulty

detecting bandwidth increases in such cases.

In the case of TCP CUBIC, EBE maps delay variations

to bandwidth variations and provides a more accurate avail-

able bandwidth estimation than that of CUBIC. However,

bandwidth and delay variations can be relatively small in

low delay and low bandwidth networks yielding insufficient

delay variations. In such scenarios, the use of EBE does

not significantly improve the performance of TCP CUBIC.

Accordingly, we argue that the best use case of EBE for TCP

CUBIC and other similar TCP variants is in high delay and

high bandwidth networks.

Finally, we would like to note that the use of EBE is

complementary to congestion control protocols. EBE does not

change the control algorithm of such protocols and hence does

not affect their behavior significantly.

V. CONCLUSION

In this paper, we proposed EBE an EKF-based bandwidth

estimation module in order to provide an accurate measure-

ment of the real-time link bandwidth necessary to stabilize the

operation of congestion control protocols in wireless networks.

We discussed how our proposed protocol-agnostic bandwidth

estimation module differs from the existing bandwidth esti-

mation methods. Rather than directly measuring link capacity,

our module used the persistent queue size and maximum

congestion window size to estimate link capacity. Moreover,

we showed that our module could help a number of congestion

control protocols achieve a high utilization when link band-

width increases while the same protocols protocols failed to

perform the same way without the aid of our module. We also

evaluated the performance of our module after implementing

it in NS2. Through simulation studies, we demonstrated how

the use of EBE could eliminate the oscillatory behavior of a

variety of congestion control protocols in wireless networks,

thereby significantly improving the performance of original

protocols.
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