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Abstract—The performance of prevalent MAC protocols in
MANETSs relies on the level of contention in networks. While A
contention-based MAC protocols such as CSMA suffer from
inefficiency under high contention, slot-based MAC protocts
such as TDMA perform in the opposite way. In this paper,
we propose a hybrid protocol to which we refer as Load-
Adaptive MAC (LA-MAC) protocol for MANETSs. By adaptively
switching its running mode between CSMA and TDMA, LA-
MAC achieves high channel utilization under both high and
low contention. We report our implementation of LA-MAC on Number of Contenders
a MANET testbed formed by a collection of Multiple-Input
Multiple-Output (MIMO) Universal Software Radio Peripher al Fig. 1. A comparison of CSMA versus TDMA.
(USRP) software defined radio nodes. We program the PHY layer
of USRP nodes using GNU Radio and integrate LA-MAC with
the PHY layer implementation of USRP. Through experimental one such hybrid protocol relying on the above-mentioned

studies, we demonstrate the performance improvements of LA L .
MAC relative to CSMA and TDMA. tradeoff represents the motivation of the work of this paper

Index Terms—Software Defined Radio, USRP, GNU Radio, In what follows a brief review of the literature in a close
Hybrid MAC, CSMA, TDMA, MANET. context to the problem space of this paper is provided. Adapt
ing a hybrid behavior between TDMA and CSMA according
to the level of contention was first explored in [7]. DRAND
|. INTRODUCTION [8] is a relatively scalable channel scheduling algorithratt

Over the past few years, a spectrum of wireless MAEA" be used to assign time slots to network nodes. B-MAC [2]

protocols have been proposed to improve the channel effi-2 10w power MAC protocol designed for sensor networks.
ciency ranging from contention-based to slot-based pasoc Utilizing the work of [7], [8], and [2], Z-MAC [9] is another

With no reliance on any topology or synchrony informatioH?ybrid MAC protocol also designed for sensor networks.

contention-based protocols such as Carrier Sense Multipld\Ot only hybrid TDMA/CSMA and Z-MAC but many other
Access (CSMA) [1], [2], [3] are typically robust to topology”e""'y proposed MAC protocols are specifically designed for

changes. However, their performance can be significanffjeless sensor networks rather than for MANETS due to the
degraded under high contentions due to high overhead atcriRllowing reasons. First, a sensor node is relatively iremgive

for resolving collisions. In contrast, slot-based protsuch and simple. Second, many newly proposed MAC protocols
as Time Division Multiple Access (TDMA) [4], [5], [6] utilie  Ca" be easily implemented in a sensor network environment
synchrony among neighboring nodes to achieve collisies-fro€cause of the easy-to-use programming interface provided
transmission by assigning transmission time slots to iddisi  °Y TiNYOS [10]. Given that applications running in sensor
nodes. While slot-based protocols can generally achieye hihetworks are characterized with a relatively low throughpu

channel utilization under high contentions, they ofterfesuf 21d @ simple data stream pattern, it is inappropriate to @mpl
from inefficiency during low contentions due to the fact that & SENSOr network infrastructure as a testbed of MANETSs’ MAC

node can transmit only during its scheduled time slots. MoRfotocols. _ _ ,

importantly, slot-based protocols closely rely on the aacy While there are few commer_C|aIIy available radio platforms
of information synchrony for high performance delivery ofUch @ WARP [11], CalRadio [12], and KUAR [13] that
time slots even under high contentions. Thus, their perfdi@" Pe used for the formation of MANETS, such platforms
mance can suffer as the result of not being able to keep & €ither very expensive, or have a large Size Weight and
synchrony due to factors such as the time varying nature dpWer (SWap), or lack mobility. Therefore, the evaluatién o
wireless channel conditions, clock synchronization oearh Performance of MAC protocols designed for MANETSs has
and interference irregularity problems. Thus and as et °€€N mainly performed by means of simulations so far.

by Fig. 1, utilizing a hybrid protocol that can perform a peop !N Our prior work of [14], we describe how to form a
assessment of the tradeoff between the opposite ends of MANET testbed utilizing a collection of radio nodes. Each

spectrum is anticipated to combine the strengths of botagyd@di0 node consists of a General Purpose Processing (GPP)
of protocols while offsetting their shortcomings. Desiggi N0St PC running on Linux Operating System (OS) connected
to a USRP [15] motherboard and a pair of programmable

This work was sponsored by a research grant from the Boeingpaoy. RF front-end boards. Our study Utilizes GNU Radio [16]

Channel Utilization




framework to implement a MIMO-capable PHY layer and axtreme, the protocol switches to TDMA mode when the
simple CSMA-based MAC protocol in DATA LINK layer of synchronization information is available and all nodes are
USRP. Hydra [17] is a flexible testbed similar to our testbestrained to transmit in their own time slots. In any siwat
developed at UT Austin. A Hydra node is also comprised @fther than two extreme cases, LA-MAC operates in a HYBRID
a GPP and a USRP system. However, Hydra uses the Cliolkde, blending CSMA and TDMA modes of operation. In the
module [18] for its MAC implementation. The work of [19]following subsections, each mode of operation mode will be
ports Click module, created for packet processing, to GNtkscribed.
Radio. This integrated framework allows USRP to support
MAC protocol development. A. CSMA Mode

The protocol proposed in this work, builds on the design
ideas of [7], [8], [20], [2], and [9] foMANETs. We empha-
size on the fact that the cross-layer design methodology
our proposed protocol allows for leveraging the capabditi
offered by MIMO-capable SDR nodes such as USRP nod
We propose a hybrid CSMA/TDMA MAC protocol to which

we refer as Load-Adaptive MAC (LA-MAC) protocol. LA- acquire the channel. After receiving the data, a receivetdse

.MAC is_ capable (.)f leveraging information alth_ough pOSSiblgn acknowledge (ACK) to the sender indicating whether the
imprecise about interference and synchrony in MANETS { ata was received correctly. If no ACK is received, the sende

improve performance. The protoc;ol is intended to beha\rlgtransmlts the data automatically. Notably, in LA-MAC a
similar to CSMA under low contention and TDMA under high : . . : .
: . . Lo “’hode is always required to perform this carrier sensinggssc
contention conditions by dynamically switching its runmin - ) :
before transmitting data regardless of its operation maue.
modes between CSMA and TDMA. We use the numbeerssenc:e CSMA mode is the baseline of the protocol operation
of lost ACK messages at the MAC layer along with th ' P b

. . ) . . . However, it is also possible for two nodes operating in défe
neighboring nodes information to determine the contentign P P g
odes to communicate.

level. By adopting the time slot assignment algorithm Orp
USAP [20], the hidden terminal problems are avoided without
using RTS/CTS handshakes. Furthermore, the synchramizats- TPMA Mode
problem commonly faced by slot-based MAC protocols is also Noting that neighbor information collection and slot assig
investigated. ment are two important steps that need to be taken during the
The key contributions of this paper are as follows. Firsgetup phase of TDMA, this section concentrates on operation
we propose a solution to strengthen the advantages of CSMArunning phase of TDMA. Simply put, the discussion fo-
and TDMA while overcoming their shortcomings. Second, weuses on TDMA dynamics including topology acquisition and
provide a cross-layer design and implementation methggolodynamic time slot assignment under the assumption thaf all o
capable of exchanging information between PHY and DATHe initialization steps have been completed upon theugtart
LINK layers of a USRP-based MANET node. We reiteratef the protocol.
that, to the best of our knowledge, leveraging advance ca-As a node joins the network or starts up, it needs to acquire
pabilities of such MANET node for a MAC protocol has nothe knowledge of its neighbors. In LA-MAC, each node
been previously explored. Thus, we investigate how the fiseallects its one-hop neighbor information utilizing a elic
USRP can facilitate MAC protocol design and implementatioRing-like broadcast mechanism. Then each node exchanges
Third, we measure the performance of our proposed protodisl one-hop neighbor list with its one-hop neighbors. Even-
in a MANET testbed formed by a collection of USRP nodesually all nodes will constitute their two-hop neighbortibo
We conduct extensive experimental studies through which wiéormation. Importantly, there is no need to gather neahb
demonstrate that our proposed protocol exhibits a significanformation beyond two-hop as the collision domain of nodes
performance improvement compared to CSMA or TDMA ifis limited in their two-hop neighborhood. Similar to Z-MAC,
terms of throughput. LA-MAC uses two-hop neighborhood information to assign
The remainder of this paper is organized as follows. Sectistots for each node. Moreover, transmission control messag
Il describes our hybrid MAC protocol. The implementatiorare delivered via neighborhood information messages.
of LA-MAC is presented in Section Ill. In Section IV, we To avoid collision without using RTS/CTS handshakes,
describe our experimental studies and the analysis of duk-MAC’s uses a Dynamic Time Slot Assignment (DTSA)
results. Finally, we conclude the paper and discuss futoré w algorithm that guarantees no two nodes within a two-hop
in Section V. neighborhood are assigned to the same slot. Recall that a
conventional TDMA scheme accrues a high overhead related
to propagating the maximum slot number necessary for the
determination of frame length upon any network topology
LA-MAC may operate in three modes: CSMA, TDMA, andchange. Adapting the time slot assignment algorithm of USAP
HYBRID. In one extreme, the protocol operates in CSMATSA can overcome these shortcomings by changing the
mode when nodes have no knowledge about the netwdrme length adaptively. More specifically, a node is alldwe
topology or when they lose synchronization. In the otheo pick its own frame length according to the number of nodes

In CSMA mode, LA-MAC simply employs a random
b?ckoff mechanism similar to IEEE 802.11 MAC protocol.
gpecifically, within a contention window a node waits for
a random backoff period before transmitting. Then it senses
e channel. If the channel is clear, the node sends its data.
Otherwise, it waits and repeats the above process untilnit ca

II. LA-MAC O VERVIEW



Y tn—— & its two-hop neighbors informing them not to act as hidden

— > terminals such that the collisions can be avoided. Accaigin
iﬁ/’ Contention Window of owner the node switches to the HC state.

Owner (A)

Il. LA-MAC | MPLEMENTATION

Non-owners ! In this section, we present the implementation of LA-MAC
on USRP and GNU Radio. First, a fundamental conception
known as inband signaling is introduced. Then three key
Fig. 2. LA-MAC slot competition by priorities. mechanisms namely carrier sensing, collision avoidanck an
clock synchronization are presented.

In our MANET nodes built on USRP and GNU Radio
in its contention area. Notably, such variable frame Ieng[m4], GNU Radio runs on the host and USRP is connected
mechanism yields two benefits as: i) fully utilizing timetsio to the host via a USB connection. While USRP functions as
and ii) significantly reducing overhead of control messa@®s the RF frontend and the baseband processing unit, the PHY
a local network topology change no longer causes a glok#d DATA LINK layers are implemented in GNU Radio.
change. Once a DTSA operation completes, every node Wdknerally, the FPGA chipset on USRP system converts the
have the slot and frame information of its one-hop and tW@ignal between the IF band and the baseband, resamples
hop neighbors. At this point, all nodes are ready to run thBe signal, and then transfers the 1/Q samples across the

Contention Window of non-owners

transmission control protocol. USB. All other signal processing functions such as modu-
lation/demodulation and framing are completed on the host.
C. Hybrid Mode However, such architecture introduces significant lateseis

. ] the speed of signal processing is limited by the computing
c Int HIBRIECmodde,H_a hngdetcatn bechn t\zo Séat?sz I‘|_(|)V%apability of the host. Moreover, data transfer throughuis®
ontention (. ) and High Lontention (HC). A node is n C}s very slow. Given the fact that mainstream MAC protocols
state when it receives a notification message from its ON& h as CSMA/CA and TDMA require a very strict timing
hop or two-hop neighbors. Otherwise, the node is running {8r the transmission control, such approach is not suitable

:;f; (Sjﬁ‘gilecljn dtgggﬁc&a nolgz gig:&iﬁ;%gﬁ;ﬁi fr(])éw?or the development of MAC protocols. While such timing
- HC- . T . . _
notification messages during that period, it will go back © Lrequwements could be roughly satisfied by offloading time

state automatically critical functions to F_PGA on USRP, there are other issues.
N : .. .For example, the earlier versions of GNU Radio do not support
Wh|le n LC_statg, all nodes are aIIowe_d to transmit "Rontrol or status information exchanges between the hakt an
any time slot, implying that all nodes run in CSMA mOdeUSRP. USRP interprets all data over the USB bus as samples

Nonetheless and unlike conventional CSMA, each node fd GNU Radio can only handle fixed length data with no
aSS|gn(_ad a priority gnd needs to compete for a time s eta-data. Thus, until the concept of message blocks [21]
according to its priority. The owner of the slot possesses

highest priority against other nodes. Specifically, thenity as proposed to support variable length data and meta-data,
of a node is associated with its Contention Window (CW acket processing in GNU Radio has been quite challenging.

: . ._1h light of the introduction of message blocks, a technique
Suppose sloh. begins at time a_nd th? awner of the SI.Ot 'S called inband signaling [22] emerged allowing for duplex
nodeA. Then the CW for_node_tl is defined astp, ¢,] while communication between FPGA and GNU Radio components.
the CW for other competitors g, f5], wherety < iy <tfa.  agiystrated by Fig. 3, in inband signaling the samplesrove
Fig. 2 shows the mechanls_m of SIOt. competition by prlontle?ne USB are encapsulated in a new packet structure along with
Such dual-state operation can improve the channel Ul ditional information about the samples.
This technique provides a command channel between host

lization significantly. Given a time slot, if the state of the
3hd FPGA thus enabling the exchange of information such as

owner is HC then the owner’s two-hop neighbors are n
allowed to transmit in this slot. In other words, only the @wn status. In our implementation, key functions such as aarrie
essénsing, collision avoidance and time synchronizationadire

and its one-hop neighbors can compete for the slot acc
Thus, the collisions caused by hidden terminal problem C8lilt on top of the inband signaling. We will discuss them in
e following subsections.

be significantly reduced. Similarly, each node is assignedt
priority in HC state and the slot competition follows the gam
strategy as that of LC state. ) )
Accordingly, it is the sender who controls when to switch it§- Carrier Sensing
operation mode. If a node is experiencing high collisiorrat In CSMA, a node senses the channel by computing the
the packet loss rate tends to increase accordingly. As LAGMAsignal strength or noise level of the channel. If the signal
does not use RTS/CTS mechanism to avoid collisions, curratength exceeds some given threshold, the channel is busy.
contention level is proportional to the collision rate. Téfere, GNU Radio offers a basic Python-based implementation of
the contention level can be estimated by counting the numli@8MA to which we refer as GR-CSMA. The host keeps
of lost ACKs. If a node missed/;;, (Mode switch threshold) computing the signal strength of the channel. Once it senses
ACKs consecutively, a notification message is sent to all tfat the channel is idle, packets are sent out immediately.



4 4 504 bytes to transmit. As shown in Section 1V, this hybrid mechanism

’ El9z=lng | Uimestzp ‘ data is an effective approach to avoid collisions.
i 5 6 5 5 \\}\\\\Q\ bits C. Clock Synchronization
’ flags | RSSI | channel| 0 | tag | payload len While LA-MAC does not require maintaining global clock

synchronization, LA-MAC requires a node to maintain clock
synchronization with other nodes in its contention areae Th
timestamp field in the meta-data is used for synchronization
The field is set by a 32-bit counter in FPGA that is incremented
However, due to the transmission latency, it could be timéy the A/D sample clock. If the packet is sent toward the host
consuming to get a signal sample through USB and comping the FPGA, the timestamp indicates the time by which the
the signal strength. Thus, when a host realizes that thengharfirst sample of the packet was produced by the A/D converter.
is idle, the channel has been actually idle for a while. THayde If the packet is sent away from the host, the timestamp
is the interval from the moment when signals are captured dicates the time at which the first sample of the packetlshou
the RF frontend to the moment when the processing of sampgiss out of the D/A converter. A node synchronizes with its
finishes on the host. We note other nodes are likely allowegighbors by sending synchronization (SYN) messages. The
to transmit during this interval. If the host also sends g#ek sender schedules a SYN message to be transmitted at time
at this time, collisions will occur. T by specifying the timestamp field in the meta-data. In the
Inband signaling provides a potential solution to this probmeantime, the sender also set the timestamp in SYN message
lem. As illustrated by Fig. 3, there is an “RSSI” field in thdgo time 7'. When the receiver receives the SYN message, it
meta-data indicating the received signal strength as tegorknows the time by which the packet is received relative to
by the RF front end. When a host receives samples, tite local clock. Then, it can compare the difference between
channel state can be extracted from the RSSI informationita local time and the sender’s time. Our experiments result
meta-data rather than computed from the samples. While telgow that the inaccuracy of this synchronization is less tha
mechanism removes signal processing time, the transmissi® microseconds, which may be safely ignored for a link with

Fig. 3. The format of USB packets used for USRP inband siggali

delay through the USB still cannot be ignored. a channel capacity of 1 Mbps.
Coupled with inband signaling, LA-MAC's implementation
approach calls for offloading the process of carrier senging IV. PERFORMANCEEVALUATION

FPGA. As soon as the channel becomes idle, the FPGA sendg, ;5 section, we present our experimental studies taueval

out the packets immediately. This translatgs IG—@ersist-e.nt ate the performance of LA-MAC protocol against GR-CSMA
CSMA system where a node transmits with a probability of and TDMA. Our experiments rely on a MANET testbed in
once it senses an idle channel. However, such approach MANch each test node consists of a host PC and a USRP
cause golhsmp; when there are simultaneous tranSm&Ssion oyherhoard hosting a pair of frontend RF daughter boards.
To avoid collisions, LA-MAC employs a random backofigj,ce each daughter board is attached to a single antenna,
algorithm. Th.e host .determln.es gnd signals the backoff tind& ch MANET node is equipped with a pair of antennas. When
to FPGA relying on inband signaling. transmitting, each MANET node utilizes Space-Time Block
Coding (STBC) method of [23]. When receiving, it utilizes

B. Collision Avoidance Maximum Ratio Combining (MRC). Due to shortage of space,
As mentioned earlier, an RTS/CTS handshake may be useel do not describe the details of implementing those coding
to deal with the problem of hidden terminals. schemes using signal processing blocks of GNU Radio. Fig. 4

First, the sender issues an RTS control packet which ishows the system architecture of a MANET node. The host PC
cludes the destination and the duration of the whole dateludes a 2.4GHz Intel Core 2 Duo CPU, 1GB of memory,
transmission. Every node receiving the RTS has to set &ad runs Fedora Core 10 distribution of Linux OS. Our MAC
Network Allocation Vector (NAV) in accordance with theprotocol as well as GNU Radio runs in the user space of Linux.
duration field indicating that it will not try to access theOther major hardware configurations and protocol pararseter
channel during that period. Notably, this mechanism ingslvare summarized in Table I.
the time-critical control. While it is inappropriate to ingment Two different network topology scenarios are used in our
the RTS/CTS handshake on host due to the excessive latesyeriments. While a one-hop scenario is used to evaluate th
offloading is not an option either due to the difficulties oéffect of CSMA Mode on maximum achievable data through-
implementing such complicated functions as modulation apdt, the effect of hidden terminals problem is investigated
demodulation in FPGA. Therefore, collision avoidance oa two-hop scenario.

GNU Radio remains an open issue. In LA-MAC, hidden In the one-hop scenario, 16 nodes are distributed within a
terminal problems can be mitigated as much as possible daye-hop distance of one another. This guarantees that there
running in HYBRID mode. As mentioned in Section Il, theare no hidden terminals in the entire network and any pair
probability of collisions caused by hidden terminals is Brifia of nodes can communicate with one another directly. For
the contention level is low. If the contention level is highe simplicity, only one node is designated as the receiver and
collisions can be reduced by notifying the hidden termimals the others are designated as senders in this scenario. Since



Host PC the payload portion of data traffic is considered valid but

not the frame preamble, frame header, and CRC bytes.
User <
Space A. The Effect of CSMA Mode on Transmit Latency
In this subsection, the average RTT is measured comparing
___________ the transmit latency of GR-CSMA and the performance of
Kernel USRP LA-MAC when operating in CSMA mode as forced by the
topology of the experiment. We refer to the latter as LA-

CSMA. The experiment is conducted on a point-to-point link
with a capacity of500Kbps. A “Ping-Pong’-like program
runs on both sides and senddByte long packets. The
measured results illustrate average RTT value2@8ms

Fig. 4. The system architecture of a MANET testbed node.

TABLE |
HARDWARE CONFIGURATIONS AND PROTOCOL PARAMETERS

and18.7ms for GR-CSMA and LA-CSMA, respectively. The

Host PC Dell Latitude E6400 measurements demonstrate that LA-CSMA achieves a transmit
EESOF;‘;%?S gesvﬁes'ijoﬁ ?&%52450 latency that is lower thar30% of that of GR-CSMA. The
Modulation GMSK performance gain is mainly due to the fact that LA-CSMA
Channel bandwidth 1 Mbps takes an FPGA carrier sensing approach significantly reguci
gw size for owners 1 ms the transmit latency caused by host signal processing ail US
size for non-owners 2ms . )
Time slot size 15 ms data transfer. Furthermore, the choice of the backoff élyor
Mode switch threshold¥;,) 5 contributes to the performance gain. While the use of an
gc state duration’(y; ) 2s exponential backoff mechanism in GR-CSMA can reduce
enter frequency 2.48GHz

the possibility of collisions, it increases transmit latgrin
contrast to the use of a random backoff mechanism used by

the data transmitted by a node can be received by all ottdi-CSMA.

nodes in this scenario, this designation of a single or iplelti
receivers makes no difference on performance profilingitiesuB- The Effect of CSMA Mode on MADT

In the two-hop scenario, we evaluate the impact of the hid- In the one-hop scenario, we gradually increase the number
den terminal problem. The network topology used in the tw@f senders capturing a scenario of increased contentiarh Ea
hop scenario is shown in Fig. 5. As illustrated by the figune, t sender transmits as quickly as possible. We observe how the
senders are separated into two clusters for this scenaaith Ethroughput changes as a function of the contention levgl.6-i
cluster is a one-hop network topology consisting of 7 nodegompares the MADT achieved by GR-CSMA and LA-CSMA.
A pair of nodes belonging to different clusters cannot diyec As illustrated by the figure, the throughput of LA-CSMA
communicate. Two receivers are placed in the union of tlig nearly independent of the number of senders because no
two clusters. It has to be guaranteed that those two reseivellisions occur in the absence of hidden terminals andyever
can communicate with all senders directly. In addition,dsh time slot can be utilized to transmit. In contrast, GR-CSMA
to be guaranteed that the nodes in one cluster cannot sendiustrates a MADT drop when the number of senders exceeds
transmission made by a sender in another cluster. To satifiiyee. Wheri5 senders transmit simultaneously, the MADT of
these requirements, the transmission power and the recdld8-CSMA is approximatel$0% less than that of LA-CSMA.
gain are tuned carefully. While not shown in the paper, the receiver experiences & larg

In our experiments, we analyze performance using twiimber of corrupt packets due to collisions. This obseovati
metrics: demonstrates that sensing the carrier on host introduces no

« Round Trip Time (RTT)Essentially, RTT is a translation onl_y additional transmit latency but also collisions, bath
of the transmit latency caused by host signal processitich consequently degrade the performance.
and USB data transfer. Further, the efficiency of MAC
protocol may introduce additional latency. For exampl&- The Effect of HYBRID Mode on MADT
in TDMA, a node has to wait for its time slot to transmit In this experiment, MADT is measured as the number of
data. We note that it is difficult to directly measure theenders varies in the two-hop scenario. Fig. 7 demonstrates
transmit latency due to complications associated withat LA-MAC represents a reasonable tradeoff between CSMA
measuring the exact time when a packet is sent out bpyd TDMA. With one sender, LA-MAC operates in CSMA
the RF frontend. Therefore, RTT is used as an alternativeode and yields similar MADT as GR-CSMA. As a larger
of transmit latency. number of senders join, LA-MAC significantly outperforms

o Maximum Achievable Data Throughput (MADMADT both TDMA and GR-CSMA by switching to HYBRID mode
is defined as the aggregation of all data traffic delivereahd stays at a relatively high level of performance without
to the receivers per second when the senders transmitratch oscillation. In contrast, while the MADT dramatically
best effort. Note that the contention level is proportionarops in the case of GR-CSMA due to collisions resulting
to the number of senders. A larger number of sendeirom the hidden terminal problem, TDMA suffers from sig-
yields a higher contention level. When measuring MADThificant wastage of time slots. When the number of senders
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Fig. 5. The topology of the two-hop experiment.
hop experiment.

exceedsl1, LA-MAC further improves its MADT. However, [4]
it is outperformed by TDMA due to overhead associateo[ls]
with sending notification messages and inevitable paclest lo
associated with mode switching. Note that the performance
gap between LA-MAC and TDMA can shrink by adjusting [€]
the parameterd'yc and N;,. While reducing Ny, and/or
increasingl’y ¢ allow LA-MAC to behave more like TDMA [7]
and thereby improving MADT in HC state, such adjustments
degrade the performance of LA-MAC when operating under
LC state. [8]

V. CONCLUSION

In this paper, we present Load-Adaptive MAC (LA-MAC) ©]
protocol for MANETs capable of switching modes of op-
eration. While LA-MAC operates in CSMA mode for Iight[10
traffic loads, it switches to TDMA mode of operation for
heavy traffic loads and increased contention conditions. \Wel
implement and host LA-MAC in a MANET testbed forme
by a collection of USRP SDRs. Our implementation agis]
proach uses GNU Radio and inband signaling technology.
Our experimental results show that LA-MAC achieves a better
performance measured in terms of throughput than CSMA and
TDMA over either one-hop or two-hop MANET topologies.
We demonstrate that while certain critical protocol featur |
such as carrier sensing and clock synchronization can be
implemented in GNU Radio, implementing more sophisticatetp]
transmission control strategies such as p-persistenceﬁC;Sl\[’iL6
RTS/CTS handshakes in FPGA, and detecting the preamfjlg
of data frame in FPGA require further research. Currently,
we are extending the functionality of LA-MAC as an anycast
MAC protocol such that it can pass link quality informations)
to routing protocols hosted in the NETWORK layer thereby
improving routing performance in a DATA LINK-NETWORK

. [19]
cross layer design.
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