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Abstract—Every congestion control protocol operating in wire-
less networks is potentially faced with two major challengs of
performance degradation. These sources are (a) the couptin
of fairness and efficiency, and (b) not properly differentidging
between congestion-caused loss associated with networkffauing
and error-caused loss associated with fading effects. In b paper,
we provide a VCP-based cross-layer framework of congestion
control that can address both challenges noted above. As a pia
of our framework, we introduce a loss differentiation heuristic
algorithm that can be used with a variety of congestion contol
protocols. Then using analysis, simulation, implementatin, and
emulation, we profile the performance of a number of conges-
tion control alternatives in wireless networks. We descrile the
first implementation of VCP as a collection of loadable kerné
modules along with fine-tuned implementations of XCP and
TCP/AQM+ECN in Linux. We utilize NS2 as our simulation
tool and a wired Linux testbed emulating wireless link effets as
our experimental tool. We implement a finite-state Markov chain
in both NS2 and our testbed in order to model error-caused los
over wireless links. We further use link layer FEC codes on a gr
packet basis to compensate against such loss. Our profilingsults
demonstrate that VCP equipped with our loss differentiatiin
heuristic and link layer FEC represents a well-performing yet
practical alternative of wireless congestion control. We o
identify some of the shortcomings of VCP including its osclatory
behavior in the presence of link estimation errors and poor
fairness characteristic in multi-bottleneck networks.

Index Terms—Congestion Control, Wireless Networks, Fading
Links, Markov chain, TCP, AQM, RED, REM, ECN, XCP, VCP.

I. INTRODUCTION

A

works above retain an integrated controller design, thégmof
fail to achieve both efficiency and fairness.

In contrast, recently proposed eXplicit Congestion-caintr
Protocol (XCP) [17] and Variable-structure Congestiomtcol
Protocol (VCP) [18] attempt at decoupling fairness from
efficiency in order to address performance degradation of
TCP. While XCP uses Multiplicative-Increase Multiplioagt
Decrease (MIMD) for efficiency and AIMD for fairness con-
trol, VCP applies Multiplicative-Increase, Additive-Irease,
and Multiplicative-Decrease (MIAIMD) policies in three-re
gions of congestion known as low-load, high-load, overload
regions, respectively. By encapsulating congestion edlat-
formation into packet headers, both protocols exhibit high
utilization and great fairness characteristics while rteiring
low persistent queue lengths and reducing congestionedaus
loss in wired networks. However, XCP calls for using mutipl
bits in a packet header introducing significant deploymént o
stacles. To the contrary, VCP is able to achieve a performanc
comparable to XCP using only two ECN bits while keeping
compatibility with a variety of existing protocols.

Transmission over wireless links is subject to both errod a
congestion-caused loss. Thus, the performance of anyqmioto
utilizing IP header bits to carry congestion informationyma
be seriously crippled in wireless networks without proper
compensation against error-caused loss. While a spectfum o
research works as reviewed by [19] have studied congestion
control in wireless networks, they often focus on capturing
the effects of data link layer in the performance of congesti
control. For example, [20] shows that retransmission at the

S surveyed by [1], the coupling of fairness and efficiendjnk layer may result in delivering feedback that is mislead
is a known source of performance degradation for TC TCP.

and end-to-end TCP-based Active Queue Management (AQM)n this paper, we propose a cross-layer framework to
schemes [2], [3], [4], [5], [6]. The problem is further pro-study the performance of TCP/AQM+ECN, XCP, and VCP
nounced in networks including high Bandwidth-Delay Pradu@s Viable end-to-end alternatives of congestion control in
(BDP) links such as wireless and satellite networks. In théreless networks. First, we apply our framework to compare
past few years, a wide variety of techniques have emergedhie performance of TCP/AQM+ECN, XCP, and VCP over
increase the efficiency of congestion control protocolsighh simulated wireless and satellite links. Second, we conduct
BDP networks. The works of [7], [8], [9] adaptively adjuseth €xperimental studies performed over a wired Linux testbed
sending window size of TCP by amending the parameters &hulating wireless link effects and utilizing our Linux ifep
Additive-Increase Multiplicative-Decrease (AIMD) [1G}hile mentation of VCP along with fine-tuned implementations of
the works of [11], [12], [13], [14] use different congestiorPther protocols.
signals and the works of [15], [16] explicitly signal the Specifically, the key contributions of this paper include th
congestion information to the sender. Since all of the psepo followings.

o The first implementation of VCPTo the best of our

Parts of this paper appeared in the Proc. of IEEE WCNC'06 &teEl
MILCOM’'07. The authors are with the Department of EECS, @nsity
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and UC Discovery Industry-University Cooperative ReskdPcogram.

knowledge, this paper reports the first implementation
of VCP in the Linux kernel. The implementation con-
sists of a number of Loadable Kernel Modules (LKMs)
associated with transmitting, intermediate, and recgivin
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nodes of VCP. The implementation allows for the coby overwriting it. Finally, the receiver signals the sender
existence of VCP with TCP and UDP. The implementawith the congestion information via acknowledgment (ACK)
tion approach is also generalized to provide a transpargaickets. Consequently, VCP applies three congestionalontr
way of implementing other congestion control protocolgolicies: Ml in the low-load region, Al in the high-load regj,

in Linux. and MD in the overload region. The MI region is utilized to

o Implementation of Gilbert-Elliott (GE) error modeRe- eliminate the slow start characteristic of TCP while Al and
lying on the Markov chain modeling of a wireless link MD regions preserve the fairness characteristics of TCP.
the paper develops loss models matching the observed
loss pattern of wireless links. It also demonstrates ho
the use of FEC can mitigate some of the error-caused Related Work
loss effects. It implements the two-state GE Markov chain A wide variety of approaches have been proposed to
modeling the error pattern of a wireless link in the Linuxmprove the performance of TCP in wireless and satellite
kernel. The use of GE model allows for realisticallynetworks. The majority of these approaches can be roughly
emulating wireless link effects caused by fading as wedirouped into three categories: (i) split connection protsc
as other parameters of the physical and link layers. such as [21], [22], (ii) link layer protocols such as [23],

o A cross-layer frameworkThe paper provides a cross{24], and (iii) end-to-end protocols such as [25], [26], ]20
layer framework of analysis, modeling, simulation, anf27], [28]. The protocols in the first two categories attempt
emulation of congestion control in wireless networks. Thi® hide the errors of the wireless link from the TCP sender.
framework integrates the topics noted above, along witfor example, both I-TCP [21] and M-TCP [22] split one TCP
a heuristic algorithm that allows for differentiating erro connection into two separate TCP connections and perform
and congestion-caused loss in wireless networks. local retransmission over a wireless link. The major défeze

« Performance evaluation of congestion control protocoldetween |I-TCP and MTCP is that the latter preserves TCP
The paper performs extensive simulation and expefnd-to-End semantic while the former does not. SNOOP [29]
mental studies contrasting VCP versus other alternativesdies on an agent running in a base station to monitor the
of congestion control. It demonstrates (i) the need féCKs in order to perform local error recovery thus avoiding
protecting protocols’ metadata as well as data against binflicting local retransmission. AIRMAIL [23] and TULIP
errors, and (ii) that combined with our loss differentiatio [24] perform error recovery at the link layer. While AIRMAIL
heuristic, VCP represents a high performing yet practicatilizes Forward Error Correction (FEC) and Automatic Rape
congestion control protocol for use in encrypted wireled®equest (ARQ) to compensate transmission errors, TULIP
networks. serves as a bridge between TCP and MAC layer and performs

The rest of the paper is organized as follows. Section Ipcal error recovery. Some recent works further studied the
presents the fundamentals of VCP and related work. In Sectiteraction between FEC applied at different layers of prot
1, we conduct simulation studies comparing the perforoenstack and TCP. While the works of [30], [31] study perfor-
of a variety of congestion control protocols in our framekvor mance of TCP over links offering FEC or hybrid ARQ/FEC,
In Section IV, we present some details of VCP operation akd-TCP [32] introduces a FEC mechanism at the transport
our implementation approach. Experimental studies with ol@yer and uses ECN bits to help differentiate error-caused
VCP Linux implementation are presented in Section V. II9ss from congestion-caused loss. Although hybrid ARQ/FEC
Section VI, we discuss potential shortcomings of VCP arff¢hemes can significantly improve the inefficiency assediat
provide a review of related work. Finally, we present seler#ith pure ARQ/FEC schemes, they remain ineffective fordink

conclusions and discuss our future work in Section VII.  introducing high loss rates. In contrast, utilizing proeet
and reactive FEC at the transport layer, LT-TCP can perform
Il. BACKGROUND AND RELATED WORK significantly better than the above mentioned protocolsieve

. . . . nder packet error rates as high as 30-50%. The protocols in
In this section, we briefly introduce the fundamentals (#w third cate | h der f :
VCP and summarize the related work tegory rely on the TCP sender for error handling.
' Examples include TCP Westwood [26] and TCP-Peach [33]
that rely on the TCP sender to perform bandwidth estimation,
A. Fundamentals of VCP or TCP ELN [27], [28] that rely on intermediate routers
Fundamentally, VCP remains a window-based protocol afiak explicit signaling of packet errors to the TCP sender.
is designed to regulate the@vnd with different congestion Other examples include SACK [34] and SMART [35] that
control policies according to the level of congestion in thare proposed to reduce the delay for error recovery. Utijzi
network. VCP defines three levels of congestion: low-loadCP ACKs flow shaping, ACK Regulator [36] is proposed to
high-load, and overload allowing for encoding the level ofnable fast error recovery by controlling the number ofdgass
congestion into two ECN bits in the IP packet header. Updn one sending window.
arrival of a packet, each VCP-capable router does: (i) cdenpu Beyond these techniques, Satellite Transport ProtocdP{ST
the load factor of each of its links, (i) map each computeg@7] and Space Communications Protocol Specifications-
load factor to one of the three congestion levels, and (iiljransport Protocol (SCPS-TP) [38] are protocols particu-
update the ECN bits in the packet header. A more congestady optimized for satellite links. While STP utilizes sigr-
downstream router can further change the level of congesti@quested ACK mechanism and receiver-driven retransomssi
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to reduce ACK traffic and avoid timeouts, SCPS-TP usesFaur different combinations of antennas are considerec for

different congestion control algorithm that can explicittact bottleneck link as (1) single transmit single receivex(1);

to signals of the sources of packet loss. Furthermore, X@P &i2) double transmit single receive & 1); (3) single transmit

VCP are a pair of recently proposed new congestion contaduble receivel(x 2); and (4) double transmit double receive

protocols that can perform well in high BDP networks. Whil¢2 x 2) antennas. We utilize BPSK modulation along with

both XCP and VCP are designed for wired networks, theReed-Solomon (RS) channel coding scheme, also described

good performance in high BDP networks make them appealimgAppendix |, to compensate against fading-caused bitrgrro

for use over satellite networks. We use a symbol size of one byte when using RS coding and
Notably, significant research work has been devoted mote that the channel coding rate is defined-as k/b when

evaluate the performance of the above mentioned approachgisng RS coding.

in a variety of wireless scenarios. For example, the work of

[19] compares the performance of a group of mechanisis performance Analysis over A Single Bottleneck Topology

including SNOOP, I-TCP, and various TCP flavors [35], [34],

[19] in conventional cellular wireless environments. 1M]3

and [40], the performance of TCP Reno and Tahoe over wire-

less links characterized by rich scattering and Rayleiglinta

is examined. The work in XCP-b [41] mainly investigates

End Nodes End Nodes

. . Wireless Link
the performance of an extension of XCP in the presence of : :
bandwidth variations in wireless networks. The work of [42] {0 Radio MIMO Radio
evaluates the performance of XCP over lossy links where
link loss patterns follow a uniform distribution. Relyingho Wired Links Wired Links
a cross-layer analysis, this work focuses on the performanc — P—

comparison of XCP, VCP, and TCP/AQM+ECN in high BDP
wireless networks formed by rich scattering and line-ghsi Fig. 1. A single bottleneck dumbbell topology.
links. Most importantly, this work concentrates on exphgri
the performance of VCP due to its potential for transparentFig. 1 shows the single bottleneck dumbbell topology of
deployment. the experiments of this subsection. The topology consists o
pair of platforms where each platform includes a number of
nodes wired to a multiple antenna radio router playing the ro
of the gateway for that platform. We note that the bottleneck
This section describes performance profiling results of thiek could be thought of either as a wireless or a satellit&.li
congestion control protocols of interest to our study oveék bottleneck wireless link is identified by a bandwidth and
wireless networks utilizing Multiple-Input Multiple-Optit  a delay of54 Mbps and80 msec, respectively. A bottleneck
(MIMO) links. We utilize NS2 discrete event simulation tookatellite link is assumed to have a bandwidth and a delay of
and experiment with a variety of parameter settings. In @lMbps and0.5 sec, respectively. The capacity of each wired
of the experiments, each data packet has a sizd0db link is always assumed to be twice as high as the capacity of
bytes and each acknowledgment (ACK) packet has a sizetlé bottleneck link with a delay &f msec. The parameters of
40 bytes. All of the links operate in full-duplex mode andvVCP follow what is reported in Table 1 of [18]. In the case
link bandwidths are shared among data and ACK packetsTCP/AQM+ECN, we utilize TCP Reno along with Random
for two way traffic patterns. In all of the topologies of ouiEarly Marking (REM) [6]. Particularly, the parameters of RE
experiments, we capture the error pattern of a wireless lifddlow the settings of [43] at the two ends of the bottleneck
utilizing the two-state GE Markov chain. Appendix | desesb link. All of the simulations are repeatdd times and averaged
the details of the modeling of a wireless link with the GHwith individual runs over a total simulation period of up to
chain including a GOOD and a BAD state. According to th&000 seconds.
discussion of Appendix I, the GE chain is fully described by We selectl0 FTP sources in Platform A sending packets to
two independent pairs of per state parameters. The firsbpairdestinations in Platform B anth) FTP sources in Platform B
parameters are self transition probabilittesassociated with sending packets to destinations in Platform A. When active,
the GOOD state and associated with the BAD state. The seceach source can generate packets at the rate of its dedicated
ond pair of parameters are per state error probabilfi&ds?, link. In the duration of an individual run, each flow starts as
associated with the GOOD state aSdV Rg associated with soon as its session is established and continues untir éishe
the BAD state. We sebNRs = 10SNRp to differentiate session is torn down due to fading-, blockage-, and corgesti
between the qualities of a wireless link in the GOOD aniklated loss or the simulation experiment has come to an end.
BAD states. Further, the transition probabilities of the GBs such, each flow follows a random start time with a random
model are set in one set of experimentsyas 0.99875 and duration. We do not collect the statistics in the fir8tseconds
£ = 0.875 representing average burst lengths80f) and 8 of each run to allow for stabilizing the transitioning betoav
bits for the GOOD and BAD state, respectively. For the sanoé NS2. While we only report a small number of our results
v, we also experiment witl# = 0.91667 in another set of due to the shortage of space, we note that our findings are
experiments representing an average burst length2dbits. fairly consistent across a wide range of experiments.

IIl. SIMULATION STUDIES
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Fig. 2. A performance comparison of the protocols of our wtader a bottleneck wireless link with an average burst lenmft 800 bits for the GOOD
state. The average burst length of the BAD state is s&tkits for the results reported in (a) and (d), atl bits for the results reported in (b) and (c).

Plotting the total number of delivered packets verSO&R;  the loss of ACK packets vary in a descending order. Upon the
for a wireless bottleneck link scenario, Fig. 2(a) compahnes loss of an ACK, all protocols eventually timeout and droprthe
performance of the three protocols for a BAD state bursttlengsending rate. The drop is followed by applying Ml or slow
of 12 bits, a channel coding rate of = 0.9, and different start policies. It is observed that the order of sensitiviyies
choices of antenna configurations. reversely proportional to the protocol bandwidth consuampt

The interesting observations are that (1) the use of diftergate.
antenna configurations affects the transient behavior ofi ea Next, we compare the performance of the three protocols
protocol as a function of link quality but not the steadytstawhen the bottleneck link is identified by an average burst
behavior as a function of link quality and (2) the steadylength of8 bits for the BAD state. Fig. 2(d) sketches Packet
state performance of XCP and VCP are much better than tiEator Rate (PER) versuSN R for the three protocols and
of TCP/REM+ECN. The first observation is justified as botlith different choices of antenna configurations. The rssul
SN R¢ and the antenna configurations affect the quality @ire fairly consistent with those shown in Fig. 2(a) indiegti
the link. Each protocol exhibits its steady-state behawimre that packet delivery ratios are improved for smaller PERs.
the quality of the link gets passed a certain threshold. WhenUp until this point, we have reported our evaluation results
comparing the results of different antenna configuratioves, over wireless bottleneck links. Next, we focus on the per-
observe that the performance bk 1, 2 x 1, 1 x 2, and2 x 2 formance evaluation over satellite bottleneck links. Weeno
links are in an ascending order as the result of improvingat the main difference of a satellite link scenario with a
link quality from the former to the latter configuration. Thewireless link scenario is that the increase in the value oPBD
second observation shows that both XCP and VCP perfoima satellite link scenario is mostly due to an increasedydel
much better in high BDP environments with XCP taking theather than bandwidth. Since the behavior of the protocols
lead when the increase in the BDP is mostly due to bandwidémains in part and qualitatively the same as what we have
rather than delay. reported so far, we only focus on the major differences. Fig.

Fig. 2(b) examines the effects of applying different FEG reports the percentage utilization of a satellite boétdn
rates to data packets of VCP farx 1 and2 x 2 antenna link versus the simulation time of000 seconds. The data
configurations. Fig. 2(c) measures the effects of applyingaffic is one way from Platform A to Platform B. The very
different FEC rates to data packets in the cases of VCP antkresting observation is that VCP outperforms the other
XCP for a1 x 2 antenna configuration. In all cases, théwo protocols. It converges rapidly and remains at a high
FEC rates of data and ACK packets are se0.@8 and 0.5, utilization without much oscillation. To the contrary, XG®
respectively. The settings represent our best practicdins. not as well-behaved in this scenario. While XCP’s osciliato
It is observed that introducing a small percentage of FEC behavior is still better than that of TCP/REM+ECN, it shows
the data packets and a more significant percentage of FEGMde variations in utilization. Given a bottleneck link Wwig
ACK packets at the link layer can significantly improve théarger RTT and a relatively lower bandwidth, XCP tends to
performance of both VCP and XCP. The latter is due to the famterestimate the spare bandwidth and thus growsd too
that VCP and XCP sources collect information about the stataggressively. To offset the observed overshoot as thetresul
of the network from the ACK packets. Since ACK packets am@f the aggressive growth afwnd, XCP frequently provides
only 40 bytes long and fading related random errors happenrnegative reverse feedbacks to the sender. Due to the high
bursts, they can corrupt the shorter ACK packets much eagilelay of the feedback path, XCP exhibits a lag in reacting
than longer data packets. We note that the FEC strength mtastongestion and thus yields oscillations. While not shown
be chosen with the consideration of antenna configuraiiuk, | due to the shortage of space, the average queue length for
quality, and protocols. It is our opinion based on experiteerboth XCP and VCP remains low (around 2.9%) throughout
that providing stronger protection for ACK packets as oggbsthe entire experiment. It is also important to note that the
to data packets can properly address the tradeoff between pesults of two way traffic when each platform transmits to the
tocol efficiency and bandwidth overhead. It is also impdrtan other platform is the exacerbated version of the one wafidraf
note that the sensitivity of XCP, VCP, and TCP/REM+ECN toase for both XCP and TCP/REM+ECN. However, VCP still
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Fig. 4. An illustration of the multiple bottleneck parkingtltopology used
in our simulations.
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W . TCPIAGM
% 200 400 600 800 1000 as a function ofSN R for the four wireless links. While not
Time (s) shown due to space limitation, we note that the performance
Fig. 3. A performance comparison of XCP, VCP, and TCP/AQl\/Icurves of qll of the four_ wireless I!nks resgmble hysteresis
(TCPIREM+ECN) with2 x 2 antenna configurationS N R = 30 dB, and curves similar to what is shown in the single bottleneck
over a pair of satellite links. The average burst lengthshef GOOD and scenario of the previous subsection. The performance d&f bot
BAD state are set @00 and 8 bits._ FEC rates 00.93 and 0.5 are applied xcp and VCP improve as the quality of the wireless links
to data and ACK packets, respectively. . . .
improve and the steady-state performance of XCP is slightly
better than that of VCP.
In the second set of our experiments, we investigate the
B. Performance Analysis over A Multiple Bottleneck Topglogransient behavior of XCP and VCP as a function of time.
In this subsection, we compare the performance of XCfve view our investigation as an assessment of fairness. The
and VCP over a multiple bottleneck topology. The topologfpllowing describes the experimentation scenarios aasedti
of our experiment is created by mixing a number of wired antlith the second set of experiments. All of the wireless nodes
wireless links where wireless links form the bottleneckéin 4., B, C, D, and E' are equipped with two antennas. The
The illustration of Fig. 4 shows a parking lot topology use®ireless link qualities are all set at a high quality value of
in our experiments. As observed from the figure, the foudrNVEc = 30 dB. We set the channel coding rate of the data
bottleneck linksAB, BC, CD, and DE are assumed to bePackets ab.9 and the channel coding rate of the ACK packets
wireless. Each wired link in the figure is characterized by & 0-5. As the result of our parameter settings, we assure that
capacity of20 Mbps and a delay o msec and serves athe wireless links are operating in their steady-statermegi
number of sources. Each wireless link is identified by a deldjtroducing no significant bit errors.
characteristic 0250 msec. The capacity of the link$B, BC, The flows associated with the aggregate flas 1, Ra,
and DE are assumed to b& Mbps and the capacity of theandR, all start at the simulation time= 0 and continue until
link CD is assumed to b2 Mbps. the simulation timet = 1500. The flows associated with the
While transmission over wired links is assumed to be freaggregate flowrz; start at the simulation time = 1000 and
of bit errors, each wireless link is presumed to introduae-te continue until the simulation time= 1500. Fig. 5(a) and 5(b)
porally correlated bit errors the pattern of which is spedifi show the split of wireless link bandwidth between Local and
by the GE model. The average burst lengths of the GOA®ng Flows in the case of XCP. To our expectation, the Local
and BAD states are universally assumed ta3b@ and8 bits, Flows and the Long Flows split the bandwidth of each wireless
respectively. link with a ratio of 2 to 1. As soon as the flows associated
The topology serves a total of five aggregate FTP fldtys With the aggregate flowr; start, the2 to 1 ratio changes to
R», Rs, R4, andFy. With the exception of;, each aggregate 5 to 1 considering the fact that link’D has a bandwidth of
flow represents the combined traffic of sixty FTP sourcésMbps as oppose to the other wireless links each offering a
generating packets at the maximum rate of their individuBRndwidth of4 Mbps.
link. The aggregate Flow, represents the combined traffic Similarly, Fig. 5(c) and 5(d) show the split of wireless link
of thirty FTP sources. We refer to the flows in the aggregakb@indwidth between local and long flows in the case of VCP.
flow I as long flows and the flows in the aggregate flowgontrary to the case of XCP, VCP exhibits an extremely poor
Rq, Rs, R3, and R4 as local flows. fairness characteristic splitting the bandwidth of eacreless
All of the wireless nodest, B, C, D, andE are equipped link with a ratio of 15 to 1. Even when the flows associated
with one antenna. In order to address reliability-overheadth aggregate floks are turned on, the bandwidth split ratio
tradeoff, we set the channel coding rate of the data packédges not change. This demonstrates that VCP fails to achieve
at 0.8 and the channel coding rate of the ACK packets &irness in high BDP multiple bottleneck topologies, whegth
0.5. Moreover, all of the simulations are run over a totalired or wireless, serving flows with heterogeneous RTTSs.
simulation period ofl500 seconds. All other configurations VCP achieves fairness as the result of utilizing Al and MD
remain the same as those in earlier experiments if not spdcifipolicies. Upon detection of an overload scenario, it tak€PV
We perform two sets of experiments. In the first set of oa time period equivalent to an RTT for applying the MD
experiments, we measure the total number of delivered packeolicy. However, it is not guaranteed that VCP changes its
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Fig. 5. A performance illustration for (a) XCP over linkB, (b) XCP over linkC' D, (c) VCP over link AB, and (d) VCP over linkC'D. Flows Fi, R1,
R3, and R4 are on during the simulation intervéd, 1500] and flow R3 is on during the simulation intervdlL000, 1500].

region from the overload to the high load region in a single meaning that a VCP module could be compiled, loaded,

MD policy enforcement, especially, when the load factor of and unloaded without rebooting the host system.

the bottleneck link is far beyond 100%. As such, local flows « Preserving backward compatibilitythe implementation

can complete many iterations of Al-MD-AI policies before  should be entirely compatible with existing TCP options

long flows complete the enforcement a single MD policy. and schemes such as fast-recovery and retransmission.

Consequently, short flows can maintain their share of link « Friendliness to other transport protocolé: VCP-capable

bandwidth over the majority of their life span. router should exhibit friendliness to other standard trans
As a mitigation strategy, the behavior of VCP can be port protocols such as TCP and UDP. More importantly,

improved by increasing the amount of congestion infornmatio  such friendliness must not adversely affect the perfor-

carried in the packet header and increasing the number of mance of VCP.

levels of congestion recognized. Fig. 6 shows the average

queue length of each bottleneck link. While both VCP anf. Details of Implementation

XCP retain a low queue size, VCP builds a queue twice longerMany congestion control protocols including VCP operate

in size than XCP does. by manipulating thecwnd of the sender. To expedite the
_ development, we take an implementation approach thafstreat
Jéj 1 - Y VCP as a protocol independent of TCP while taking advantage
S osf VCP v 4 of its important features such as fast recovery and retresasm
g o6 - — 1 sion. More specifically, VCP is implemented as a “layer 3.5”
3 oal 4 protocol between the IP and the transport layer. From the vie
'?.Eg 02 b ] point of the end nodes, it appears to be a “dummy” layer while
T , , transmitting. The dummy property comes from the fact that
@ 0 1 2 3 there is no new protocol header introduced for VCP.

Bottieneck Link 1D Furthermore, by directly grafting TCP on top of VCP, the
Fig. 6. Average Queue Length over each bottleneck link. overhead introduced by crossing protocol layers is mingthiz

Under such implementation methodology, TCP remains the
underlying transport mechanism except that its congestion
control functionality is taken over by VCP. Thus, there is
no need to change existing TCP-based applications for the
In this section, we first review the principles of our im-deploymentof VCP. Simply put, our design dedicates to enabl
plementation approach in Linux based on providing soméCP functionality with a minimum overhead while keeping
details about the operation of VCP. We will then continueompatibility with legacy TCP stacks.
by discussing the details of implementation. Since VCP manipulates cwnd solely based on the router
feedback, it can potentially replace the entire Linux cange
tion control scheme. Based on the reasons discussed below
though, we allow Linux to perform congestion control in
Our implementation approach defines four design principlggr implementation. For the purpose of efficiency, the Linux
noted below. implementation of congestion control is tightly couplediwi
o Transparency to applicationsThe protocol should not its implementation of TCP. Since our implementation aims
require any change to applications which is importamtt preserving backward compatibility with TCP, it is neithe
for a transparent deployment. Namely, all TCP-basadasonable nor effective to simply extract out TCP from the
applications (e.g. FTP, HTTP) are able to communicaténux implementation of congestion control. Recall that we
via VCP without being aware of the existence of VCP.tend to implement VCP as a layer 3.5 protocol, which means
« Easy integration with Linux kerne\/CP should be imple- that once a packet arrives at the TCP layer after crossing the
mented as an LKM. Linux LKMs allow for adding newVCP layer, the information related to VCP is supposed to be
kernel features without recompiling the existing kerndbst.

IV. ALINUX IMPLEMENTATION OFVCP

A. Principles of Implementation
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Fortunately, Linux kernels after version 2.6.13 support TcP 4 1P| | [Application}—{ Tcp |-{ ver | 1P |
pluggable congestion control algorithms enabling seasnles
integration of various congestion control algorithms witie Standard TCP data path (outgoing) VOP data path (outgoing)
TCP stack. In this architecture, a variety of congestiortrasn @)
algorithms are organized via the data structure:
struct tcp_congestion ops { ... }
By invoking the register function below, a group of TCP
congestion control algorithms such as Reno, Vegas, and BIC L * ] Backlog
could be registered to TCP. 10T - [ P ] Backiog
int tcp_register_congestion_control ( I =
struct tcp_congestion_ops *ca)
The latest registered algorithm would be the active conges-  Standard TCP data path(incoming) VCP data path(incoming)

tion control algorithm. Such architecture provides VCPhwit (b)

an elegant interface to interact with Linuxs native conigest

control scheme. Thus, we implement VCP as a pluggalilg. 7. A comparison of the () outgoing and (b) incoming paftistandard
congestion control algorithm of TCP. Doing so results in ndt-" 9&@ packet with that of VCP data packet
only conforming to our principle mentioned earlier but also
being very efficient.

Specifically, VCP consists of two components deployed on
the end-hostside and theouter side. Both components are
implemented as LKMs, and hence can be transparently enabled
and disabled. In what follows each module is described
separately.

We discuss VCP’s end-host module first. Our implementa-
tion defines a new IP packet type called VCP with the protocol
number200. When installing the VCP host module by calling
the function

to the fact that VCP has been registered on top of the
IP protocol. After saving the value of ECN bits, VCP
forwards the packet to TCP leaving the rest of packet
processing to TCP. However, the packet forwarding from
VCP packet to TCP represents a tradeoff between effi-
ciency and transparency. Fig. 7(b) compares the incoming
data path of VCP with that of standard TCP. Note that a
VCP packet needs to pass througtekliog and IP twice,
which introduces processing overhead.

Next, we continue by discussing VCP router module. As
presented in [18], a VCP capable router should be able to (i)
sample and compute network load on the network link, and
(ii) intercept VCP packets and mark ECN bits.

VCP is registered to IP and signals IP to deliver the packetsTaking advantage ofdisc and timers, sampling and com-
with protocol number 0200 to the VCP’s receiving handler. puting network load could be easily achieved in Linux. With
Meanwhile, the TCP’s sending function is changed fromegard to handling VCP packetsiet filter module [44]
ip_queuexmit() to vcp_queuexmit() in order to detour a TCP module, built-in Linux kernel, can be used to intercept and
packet to VCP rather than IP. Since VCP is implemented asanipulate network packets. Via registeringieok function
one of the congestion control algorithms of TCP, a new coat the point of “NEIP_POST ROUTING” on the router, VCP
gestion control algorithm calledp_vcpis registered with TCP packets could be intercepted byet filter and forwarded
while installing the VCP module. As a result, the algorithnio the VCP router module wherein the ECN bits of the IP
tcp_vepis put in charge of updating trt@vndof TCP. In what packet header are marked as LOMDAD, HIGH_LOAD, or
follows, we explain what happens to outgoing and incominQVER_LOAD.
paths of a TCP packet after enabling VCP. It is worth noting that such implementation allows for the
« Outgoing packet path: While transmitting, a TCP packeb-existence of VCP with standard transport protocols sisch
generated by the standard TCP stack is bypassed to VCBP and UDP. Importantly, the mixture of flows of different
before it is forwarded to IP. Irvcp queuexmit(), the protocols (VCP, TCP, UDP) does not adversely affect the
member variablesk protocol in socketdata structure is performance of VCP.
changed from 6 (TCP) to 200 (VCP). Meanwhile, the We note that besides our approach described above, there
ECN field is marked as “01”. Then, the VCP packet iare a couple of alternative approaches to implement VCP.
forwarded to IP for transmission by the direct functiomhose are: (i) introducing a new TCP option similar to what
call ip_queuexmit(). We note that there is no need for d@s proposed in [42], or (ii) replacing the entire TCP protoco
new VCP packet header although VCP is embedded tsack. While the former approach might require a separate
tween TCP and IP as a “layer 3.5” protocol. Furthermor@nplementation for each possible transport protocol, #ieet
there is nearly zero overhead introduced in the outgoimgtroduces significant compatibility issues. In contrastyr
path of a TCP packet. Fig. 7(a) compares the outgoigproach is simple and efficient, while keeping compatibili
data path of VCP with that of standard TCP. with legacy TCP stacks. Most importantly, any new congestio
« Incoming packet path: While receiving, a VCP packeatontrol algorithm and/or protocol can be transparentlylenp
is delivered from IP to the VCP’s receiving handler duenented within the Linux kernel relying on our approach. In

i nt inet_add_protocol (
struct net_protocol =*prot,
unsi gned char protocol)
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what follows, we describe the implementation steps. the fact that the feedback is updated with the receipt ofyever
1) Gve a name to the new congestioffCK, it is reasonable to assume that the congestion status
control algorithm, which will be filled in Of @ network can be continuously tracked by the sender. It
char * name[TCP_CA_NAME_MAX] of struct IS specially important to realize that a congestion-causssi
tcp_congestionops. event has a much longer duration than an error-caused loss
2) Define a new protocol number and register it with the |Bvent. Relying on the above fact, our heuristic assumes that

layer the same way VCP is implemented in this sectiof. Sender can identify the cause of a loss by keeping track
3) Implement functions defined in structof the status of the network. In order to track the status of

tcp_congestionops. Note that, the network, our heuristic algorithm proposes maintairéng

): revolving congestion history Bit MagBM ) of size N at

’ ): the sending side. Upon the receipt of an ACK, the bit at
’ position BM (1) is dropped, the bit at positioB ) (i) with

i € {1,---,N} is shifted to the left so it takes the position

4) Atth id . hook f . . of bit BM (i — 1), and the bit at positionBM (N) is set
) At the router side, register a hook functiontet filter 1 if the new ACK indicates congestion or otherwise to

at the poi_nt of “NF—IP—POST—ROUTING" to capture ¢ o any time, the right mosfl’ consecutive bits with
packets with the newly defined protocol number. OncF < N are set tol in the bit map, a binary flag called

a packet is passed 10 the hook function, necess%%ngestlon FlagCF) is set tol. Otherwise, the flag is set
operations, such as ECN marking, can be performedto 0. Upon detection of a loss, ' F' flag is set, then the loss
We will further discuss implementation alternatives in -Se(Fs Safe|y determined as a Congestion_caused loss tri@an'n
tion VI. MD operation tocwnd. Otherwise, the loss is considered to
As revealed in Section Ill, the performance of a congestigfe an error-caused loss and the sender simply maintains the
control protocol over a lossy link depends on the speed @firrentcuwnd. As an alternative]” could represent the total (as
recovery following a loss. The latter is determined by thgpposed to the consecutive) number of bits sdtimevery N
choice of the protocol's MI and Al parameters. This fadbits. Investigating the impact of the choice of parametein
implies that there might be a better way for congestion @ntrthe performance of the algorithm is the subject of our future
protocols to respond to loss over wireless lossy links. Singyork. In the case of VCP, the link load factor is encapsulated
all such protocols perform an MD operation after a loss ACK packets and th@)VER_LOAD represents a load
without differentiating the cause of that loss, an errarseal factor beyond100%. Thus, OVER_LOAD is used as the
loss forces an unnecessary reduction cofnd value thus indicator of congestion. According to our experimentstisgt
degrading performance. To identify the source of loss, in oW to 32 and 7' to 16 represent best practical findings. We
implementation, we propose and implement a heuristic sehefbte that with our choices of values, maintaining a revajvin
presented below. bit map history only requirest bytes of storage on a per
flow basis. WhileN should essentially be a function of flow

void (*xcong_avoid) (...

unsi gned int (*ssthresh)(...

unsigned int (*mn_cwnd)(...);
must be implemented.

ECN Bits cwnd, we set the value ofV to 32 for the convenience of
Packet Stream |1o|11p1|11|w|11p1|14141411p1;11|1;41411|11|11|11|11p1h1|11|11|11|11| ]| implementation. We also note that the value-of.d for larger
ECN() =11 BM() =1 * flows could be easily scaled to fit ti82 bits of N. Fig. 8
ii T=16 N illustrates the operation of our heuristic algorithm. Saniy,
Bit Map (BM) |0|1|o|1|o|(1|1|1|1|1|1|1|1|1|1|1|1|1|1|1|1\|1|1|1|1|1|... |'| we also integrate this scheme with the implementation of XCP
K —v A except that in the case of XCP, negative feedback is used as an
L Congestion Flag ‘CF)\:[O cr=t J indicator of congestion. In our experimental studies pmees
N =32 in next section, this scheme is applied to both XCP and VCP.

Fig. 8. An illustration of the loss differentiation heurisalgorithm.

[0} n niustration o € 10Ss dirrerentiation heurcsealgorithm V VCP EXPERlMENTAL EVALUATlON
Loss differentiation heuristic algorithm: Intuitively, a sender  In this section, we present the results of our experimental
can build knowledge about whether the network is congestsithidy conducted in a Linux testbed. All of the nodes utilize
as it keeps receiving feedback from its intended receivieels Fedora Core 5 (FC5) distribution of Linux. From among

the flavors of TCP, we select TCP BIC for our experiments
10Mbps as it outperforms TCP Westwood, TCP Peach, TCP Reno,

TCP Vegas, and others inspected. Utilizing TCP BIC [7],

we compare the performance of TCP Drop Tail (TCP/DT),

@' g TCP Random Early Drop (TCP/RED), XCP, and VCP. Fig.
% \ / 9 shows our single bottleneck experimental setup. VCP end-
‘ host code runs at the end nodes. VCP router code runs on

1Gbps e ooy (200ms) 1o routers R1 and R2. TheOMbps bandwidth of the full-duplex
bottleneck link between R1 and R2 is controlled by ¢hetool

Fig. 9. The setup of our experimental Linux environment. interface provided in FC5. A bottleneck link delay2if0 msec
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Fig. 10. A bandwidth utilization profiling of TCP/DT, TCP/RE XCP, and VCP for the experimental setup of Fig. 9 captufmga comparison of the four
protocols, (b) VCP, (c) XCP. Queuing dynamics of VCP, XCP &@P/RED are compared in (d).

is introduced utilizingnetem utility [45] on both routers to observe that after flows with minimal RTT finish, VCP takes
create a400ms Round Trip Time (RTT). An extra delay ofa longer time to re-converge thus yielding a sudden drop in
0 ~ 200 msec is introduced at side links to vary RTTs obandwidth utilization while XCP shows a small oscillation.
each VCP flows. FTP servers are set up at both end hosts usingurthermore, in the figure, the end point of each curve
vs ftpd daemon available in FC5 distribution of Linux. Duringdenotes the moment at which all FTP flows finish. Table |
the first 10 seconds, three groups of FTP requests start frehows the average FTP completion time of each protocol for
each end host to another at a random time each requestinglt@f the flows taken over 10 runs. Notably, XCP outperforms
transfer & MB file. Three RTT ranges, 400ms, 500ms, 550m%/CP in terms of average completion time. However, it is worth
are associated with these groups and each group consisteaifng that the performance gap comes from the difference in
five FTP requests. Flows in an individual group have RTTibe speed of convergence. In our experiments, XCP takes an
with slight variation. Both side links from end hosts to renst average of less that) seconds to converge, while VCP has
operate in full-duplex mode and have a bandwidth @bps. an average close 0 seconds.
Furthermore, during transmission, fixed rate two-way UD& an Fig. 10(b) and 10(c) illustrate group-wise utilizations of
TCP flows are served as background traffic. VCP and XCP, respectively. As illustrated in Section Ill, RC
To optimize the performance of TCP, a variety of TCRends to allocate more bandwidth to flows with shorter RTT
parameters are fine tuned following the TCP performange high delay scenarios. Thus, VCP fails to converge and
tuning guides of [46] and [47]. VCP parameters are set abBows three steps with ratios of 5:2:1 in its steady-statieist
presented in [18]. Moreover, we use our revised version bf contrast, XCP finally converges. While not shown in the
the implementation of XCP presented in [42]. With regard tpaper, all VCP flows consume bandwidth evenly for the case
RED cases, the drop probability is set to 0.1, minimum araf flows with the same RTT. To the contrary, XCP flows show
maximum queue size are set to one third and two thirds of thight oscillations. The oscillations of XCP imply that thigh
gueue buffer size, respectively. convergence speed of XCP comes at the cost of fairness.
The experimental studies are two fold: one for a wired
bottleneck link and another for a wireless bottleneck lilrk.
the case of a wireless bottleneck link, wireless link efeate

TABLE |
AVERAGE FTP COMPLETIONTIME OF DIFFERENTPROTOCOLS

emulated via another LKM that implements the Gilbert-Etlio Protocols | Average FTP Completion Time (s)

error model as a mean of capturing temporally correlated TTC<3P'7/RDETD 1102215

fading characteristics of the link. Using this emulatedeléss xCpP 559

network, we validate the simulation results of Section III. VCP 72.1

A. Performance in Wired Networks Fig. 10(d) shows the bottleneck queue dynamics of VCP,

In this subsection, we measure the performance of TCP/DYCP: and TCP/RED. The queue dynamics of all three proto-
TCP/RED, XCP, and VCP in a wired environment to build ouf®!S show the same pattern as the one shown in Fig. 10(a).
baseline and validate our implementation. Next, we exgtloge While no protocol consumes more than 3% of the buffer size
performance of the protocols in wireless environments ithOf the bottleneck link, TCP/RED shows a highly oscillatory
variety of parameter settings. Fig. 10 illustrates the ltesaf ~Pattern.
our experimental study for the wired bottleneck link.

Fig. 10(a) shows a significant performance gap betweBn Experimental Evaluation with the Wireless Emulator
TCP and VCP. As expected, both VCP and XCP consistentlyln this section, we compare the performance of TCP, XCP,
achieve high bandwidth utilization. In contrast, TCP/DT iland VCP in the same wired testbed as the one utilized in
lustrates an unbalanced bandwidth allocation behaviohén tthe previous subsection. However, we now assume that the
presence of competing flows. Although TCP/RED significantlyottleneck link is wireless and emulate wireless link effec
improves the performance of TCP/DT, TCP/DT remains ilthrough an LKM implementation of the GE error-model de-
behaved in terms of its fairness characteristic. We notaldgribed in Section A. Our implementation of the GE model
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Fig. 11. A performance comparison of the congestion comtrotocols of Fig. 9 when the bottleneck link is wireless. Tigeires capture (a) the effects of
antenna configurations on FTP completion times, (b) the wath utilization of VCP, XCP, and TCP/RED, (c) congestioindow dynamics of VCP, and
(d) the effects of FEC rates on FTP completion times.

is independent of our VCP implementation, yet it still takethis anticipation where in all cases a high quality wirelisis
advantage of theet filter module in the Linux kernel. While with SN R = 30 dB and noF'EC is utilized. As expected,
the core iterative processing of the GE model includingestalboth VCP and XCP outperform TCP/RED in all of the cases.
transitioning operations is implemented in the kernel sptite  However, TCP is affected not as much as VCP and XCP by
parameters of the GE model are calculated by an applicatithe link quality. Instead, the occurrence of random bit exro
in the user space. Further, we implement a new system azdh even help TCP. Fig. 11(c) shows the congestion window
in order to forward the parameters of the model from thdynamics of VCP over a bottleneck link withlax 1 antenna
application operating in the user space to the LKM operatirognfiguration utilizing no FEC. The loss associated with the
in the kernel space. Due to space limitation, we omit furthéading effects reduce the speed of VCP convergence as fast
explanation of the implementation details. In this sectitthe recovery and retransmission processes are always tridigere
configuration of error-model and the description of pararset upon observing a loss.
follow those of Section IlI. In what follows, we proceed with 2) Forward Error Correction Effects:As reported in Sec-
reporting the results of our study. tion 1ll, applying a low level of FEC protection to ACK

1) Antenna Configuration Effectdtig. 11(a) compares the packets can result in a significant ACK packet loss. Therlatte
completion times of VCP and TCP/RED for various antenria due to the fact that short ACK packets are corrupted with a
configurations. In all cases, VCP outperforms TCP/RED coramaller number of bit errors. As verified by our experiments,
pleting transmission 20% to 40% faster than TCP/RED in timthis phenomenon can significantly affect the performance
While not shown in the figure due to the limitation of spacef both VCP and XCP as they both heavily rely on the
XCP achieves slightly better completion times than VCP In atongestion information in the ACK packets. Fig. 11(d) shows
cases. As illustrated, the performance is directly relatetthe the effects of enabling link layer FEC for 2x 1 MIMO
quality of the channel. For small values®N R representing link. As observed from the figure, applying an appropriate
a low channel quality, a Packet Error Rate (PER) close percentage of FEC at the link layer can significantly improve
100% vyields a very long completion time. As the quality othe performance of both VCP and XCP. While not shown due
channel improves, the PER improves eventually approachitagthe shortage of space, we have observed similar results fo
zero. The performance dfx 1, 2 x 1, 1 x 2, and2 x 2 links  other configurations of MIMO links.
are in an ascending order as the result of improving SER from3) The Effects of Large Link Delaydn this section, we
the former to the latter configuration. For proper scalinghef compare the performance of VCP and XCP for large values
performance gap in the figures, completion times larger than RTT. Recall that our simulation results of Section IlI-A
500 seconds are scaled down to 230 seconds. demonstrated VCP outperforms XCP in high delay, moderate

We observe a very interesting phenomenon pertaining to bandwidth wireless networks. Fig. 12 shows the experintenta
observation that the completion time of TCP/RED is not quiteesults of our emulated testbed for a bottleneck link with
proportional toSN Rs. We observe that the loss associatedn RTT of 1600 msec. It is observed from the figure that
with congestion decreases as the link quality improves. \ilege pattern of the results is consistent with the simulation
justify our observation as follows. While the link qualityresults. Note that, VCP achieves higher bandwidth utiliwat
drops for lower values of N R, random bit errors introduce without much oscillation while XCP shows wide variations in
more packet loss somewhat limiting the explosion of tHeandwidth utilization. Although XCP has a shorter completi
cwnd and thus achieving a RED-like effect, i.e., by droppingme than VCP, as presented earlier, the performance gap
packets earlier congestion losses are reduced. As a restdines from the differences in the convergence speed which
better completion times are achieved. will be compensated as the size of downloaded file increases.

In contrast, both VCP and XCP are anticipated to maintain4) The Effects of the Heuristic Schenfég. 13 compares
relatively constant completion times. As they do not rely othe bandwidth utilization of the original VCP and VCP with
the loss to regulate thavnd, the throughput of both protocolsthe heuristic algorithm over a lossy link. In our experingnt
is not affected much by the wireless loss. Fig. 11(b) verifiage utilize a2 x 1 antenna link with anlS N R¢ of 10dB. The
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Fig. 12. A performance comparison of XCP and VCP Fig. 13. The effect of the heuristic scheme on the Fig. 14. Bandwidth utilization of VCP in the wireless
over a bottleneck link with an RTT af600 msec. Other performance of VCP witl2 x 1 antenna configuration,  network of Fig. 9 as the link capacity varies.
configurations are the same as those of Fig. 3. SNR¢g = 10 dB, and over a single bottleneck link.

average burst lengths of the GOOD and BAD state are set tBiased fairnessAs shown in Section Ill, VCP exhibits a
800 and8 bits. FEC rates 00.95 and0.5 are applied to data poor fairness characteristic in multiple bottleneck netgo
and ACK packets, respectively. As shown by the figure, VC#ue to the fact that three congestion levels employed by
fails to efficiently increase the value efond in the absence of VCP are not accurate enough to represent the congestion
the heuristic scheme, and therefore exhibits a low utibmat phenomenon. While it may be possible to use a larger number
characteristic. In contrast, VCP with the heuristic scheae of bits in the IP header to increase the accuracy of VCP,
identify the source of loss, ignore error-caused loss, and t such approach introduces significant global deploymeneiss
achieve a significantly better bandwidth utilization tha@R/ Nonetheless, our experiments not reported in this papew sho
However, the latter shows oscillations due to the assatiathat the use of multiple bits would improve the fairness. To

retransmissions and timeouts. keep compatibility and maintain transparency, using multi
ple packets to carry more accurate congestion information
VI. CONSIDERATIONS is deemed a promising solution. Our current ongoing work

Althouah . h hat VCP i fici involves the development of a multi-packet version of VCP.
though our experiments show that IS an efficient g, qwidth estimation issuegdlthough the link capacity

congestion control protocol in wireless networks, there a

. ever changes in wired networks, it varies dynamically in
several open issues and weaknesses that bear furthersstu

: ! ) ) ) reless networks imposing a significant impact on the per-
Implementation alternativesis mentioned earlier, our im- ¢, 3006 of VCP. As VCP calculates the network load factor
plement_atlo_n passes a VCP packet throughklog and 1P ooy o5 the fink capacity, an over-estimated link capacity
layer twice in order to preserve transparency to wanspgEr ., result in an inflatectwnd at the sender potentially
protocols as r\]/vell ashapphclatlons. 'Il'o evalugte the Overbéadforming longer queues and causing congestion-relate@doss
our _appr?cacc, weh. T\VZ,aSCI) |rfnp emgnte” acnon'tr?(nSparﬁmortunately, it is not easy to adaptively adjust the eation
version of VCP which directly forwards all VCP packets tqy yhe jing capacity based on the link quality. We demonstrat

.TCIT' In our testbed, the mgasuredl t?g\e pv?rhegd Of_bcbt e such situation in Fig. 14 by dynamically forcing a lower
implementations turns out to be nearly identical and resdi bandwidth of the bottleneck link. In the experiment, theklin

small in comparison with the link delay. Notably, the oveatie capacity initially estimated by VCP agrees with the actir |

is introduced only in end hosts. Another alternative is te u%apacity After 20 seconds, the link capacity drops by aofact
an approach similar to that of [42] in which packets will hav f 50%. Fig. 14 shows that VCP fails to converge due to an

to be forwarded to TCP at every router along the path betwe Der-estimation of the link capacity. This is another opssue
a sender and a receiver introducing a much higher overhea

) h notina th f the imol . ‘ or any congestion control protocol relying on the estimiati
is worth noting that none of the implementations of XCP angf the link capacity in wireless networks. We are currently

vCP including this work can completely prevent TCP froni}vorking towards addressing the issue through the use of a
changingcwnd. Currently, all of the implementations have todynamic link bandwidth estimator

reset thecwnd to their desired value after TCP changes it.
Fig. 11 (c) shows this effect. While it is not clear to us how
this could affect the overall performance of VCP in largdeca VIl. CoNncLUSION
networks, we note that the prevention of such behavior requi  In this paper, we described a cross-layer study focusing on
completely eliminating TCP from the stack which may not bperformance profiling of TCP/AQM+ECN, XCP, and VCP in
feasible in terms of deployment. wireless networks. Our study characterized wireless ndisvo
Global deployment issueg€onsistent with the reported re-with random bit errors caused by fading and packet erasures
sults of [42], VCP fails to converge in heterogeneous netwocaused by network buffering. We utilized finite-state Marko
environments where non-VCP routers exist. If the bottl&nechains to model the bit error characteristics of a wirel@gs |
link is a non-VCP link, VCP is not able to identify the realand utilized the use of FEC codes at the link layer in order
bottleneck link and thus makes an over-optimistic feedbadk combat the effects of bit errors. Our performance prafilin
Furthermore, the differentiation between loss caused éiynda results illustrated the sensitivity of both XCP and VCP te th
and loss caused by timeouts remains to be an open issue duea of congestion information carried in the ACK packets.
for all VCP networks with heterogeneous values of RTT and Furthermore, we reported the results of our implementation
large deviations in the values of RTT. of VCP and experimental study on its performance. Our
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implementation was transparent to applications and aliowa BAD state as the best practical alternative of addressing
for the co-existence of VCP with standard transport prdocaaccuracy-complexity tradeoff. In the GE model, the GOOD
such as TCP and UDP. We conducted our experimental stugtgite introduces a probabilityof staying in the same state and
in a wired testbed consisting of Linux nodes realisticallg probabilityl —~ of transitioning to the BAD state while the
emulating the fading characteristics of wireless links lie t BAD state introduces a probability of staying in the same
Linux kernel. state and a probability — 8 of transitioning to the GOOD

Our experimental results demonstrated the necessity éor pstate. The burst length of the GOOD (BAD) st@é.; (BLg)
tecting not only a congestion control protocol’s data butenorepresents a moving average value capturing the number of
importantly its metadata against bit errors. Such pradectias symbols received in the GOOD (BAD) state. The parameters
provided relying on the use of FEC codes and/or improving and 5 can be measured from the observed average burst
the quality of a link by utilizing multiple antennas. Our véts lengths of a wireless link aBLg = ﬁ and BLg = ﬁ
further revealed that VCP represents a high performing yétl].
practical congestion control protocol for wireless netwgor The GOOD state also represents symbol loss with a prob-
specially for encrypted networks restricting the number @iility ¢ while the BAD state represents symbol loss with
available header bits for use by a congestion control pobtoca probabilitye g wherees << ep. The pair of probabilities
Given that ACK packets are reasonably protected through the and ¢ are related to quantities such as signal-to-noise
use of link layer FEC, our experimental results also showedltio or signal-to-interference-noise ratio. In what dals, we
that XCP outperforms VCP in high bandwidth moderatprovide a brief discussion of how the quantities andep
delay scenarios. However, in moderate bandwidth high delegn be extracted. The details of calculations for rich sciaty
scenarios that are typical of satellite links, VCP outperf® links characterized by Rayleigh fading and line-of-sighks
XCP. Both VCP and XCP outperform TCP/AQM+ECN incharacterized by Rician fading are discussed in [49] andl [50
high bandwidth-delay product scenarios of our study. respectively.

Our future work includes improving the oscillatory behavio In [48], closed-form expressions describing the modutatio
of VCP in the presence of link bandwidth estimation erroisymbol error rate of MIMO fading wireless links are identifie
and enhancing the performance of VCP in encrypted wirgt terms of modulation constellation point¢ and the average
less networks by designing and implementing a multi-packegceived signal-to-noise ratio. We apply the previousltesa

protocol version of the protocol. capture modulation symbol error rates of wireless linksolhi
may be accommodating multiple antenna nodes.
APPENDIX We introduce the modulation symbol error rate of the
PHYSICAL AND LINK LAYER ANALYSIS GOOD state for a link associated with single transmit and

In this section, we analyze the underlying physical ang receive antennas using Maximum Ratio Combining (MRC)

link layers of a wireless link and provide cross-layer hoo

for relating the effects of such layers to the performance eq =M _% lf_g {(3 +tan"1¢)
of network and transport layers where congestion control SN () i (tan~1 &¢) 1)
protocols are hosted. VR [4(“”9 p T ai >2Cz>z')+1

Our discussion covers the modeling of fading wireless dlj=1 2ui=1 7(1+19G)a [cos(tan™" £)]* i

links with finite-state Markov chains and using a channel s

coding scheme to compensate against the effects of tenyporifiere v = SN Rg sin *(§7) o = \/ THog cot 37, and
correlated bit errors caused by fading. Our modeling apmoao, - ) By replacingSN Re with SN Ry

of fading links is general and can be applied to both r|ch (*Y=0)ai G- +1)

scattering and line-of-sight links whose fading charasties Equatlon (1) whereSNE¢ >> SNEg, the modulation
are typically captured through the use of Rayleigh and R|C|§ymb0| error rate of the BAD state for a link associated
distributions. While our channel coding discussion pr@sos. Wth single transmit andV receive antennas using MRC is
the use of RS codes, it can nonetheless be applied to ot tified.

channel coding schemes such as convolutional codes. elying on a dlscus_5|on of diversity gains, we also argue
that per state modulation symbol error rates of Space-Time

) ) _ Block Codes (STBCs) of [52] and [53] can be calculated

A. Markov Chain Modeling of Wireless Links from Equation (1) by proper scaling of the valuesW R

As pointed out in [48], [49], [50], and many other articlesand SN Rp. For example, per state modulation symbol error
a MIMO fading wireless link is characterized by temporallyates of a link associated with double transmit single recei
correlated bit errors. Finite-state Markov chains can pl®v antenna links can be calculated by replacifigi Rz and
an elegant mathematical model to capture the error behaliorS N R with SN% andSN% and settingV to 2 in Equation
such link. A finite-state Markov chain is fully described iy i (1). Similarly, per state modulation symbol error rates 6hk
parameters, state transition probabilities, and per sater associated with double transmit double receive antenika lin
rates. The number of states in a Markov chain is typicallyan be calculated by replacisgV Rs andSN R with SNRG
chosen such that it can balance the tradeoff between ﬂmzdSNRB and settingN to 4 in Equation (1).
complexity and the accuracy of the model. We propose theln our experiments, we set/ = 2 and work with BPSK
use of the two-state GE chain characterized by a GOOD aasl a modulation symbol is mapped to a bit for BPSK. While
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our choice of BPSK reflects a matter of convenience for our Next, we discuss our error modeling approach. Suppose the

study, it does not affect the generality of our model.
Let o(t,r,G) and ¢(t,r, B) denote the probability of re-

RS coder generates a set of channel coding symbols where
each symbol consists of bits. A channel coding symbol is

ceiving r bits from ¢ transmitted bits and winding up in thereceived error free if all of its bits are received free of errors.
GOOD and the BAD state of the GE model, respectively. Thélle assume that the loss pattern of the wireless channel at the

the overall probability of receiving bits from ¢ transmitted
bits is given by
e(t,r) = (t,1,G)+¢(t,r,B) (2)

where the recursive probabilitiest, r, G) and (¢, r, B) are
given [49] by
o(t,r,G) =
el [’Y(p(t - 17T7G) + (1 - ﬁ)‘%’(f - 1,T,B)]

bit level is described by the GE model. Thus, the probability
of receiving a channel coding symbol free of error under the
GE model is obtained from Equation (2) with=r = s as
©(s, ).

Relying on a hybrid loss model in which inter-symbol tem-
poral correlation is not deemed significant compared taintr
symbol temporal correlation and since inter-symbol terapor
correlation is captured in the expressipfs, s) for back-to-
back transmitted channel coding symbols, we can obtain the

(I—eq)[yet—1,r—1,G) (3) probability of channel coding symbol block loss as
+ (=Pt —1,r—1,B)] b-to-1 4
_ _ i (b—1)
and Voteoen) = D (1)1 pts et
o(t,r,B) = (6)
eg[(L=")pt—1,r,G) + Bp(t —1,r, B)] @) We refer the interested reader to [56] for validation resolt
(I—ep)[1=7)pt—-1,r—1,G) our model.
+Be(t—1,7—1,B)]
_— " ACKNOWLEDGMENTS
for t > r > 0 and the initial conditions ] ) S
. We would like to thank Dr. Yong Xia for his insights on
©(0,0,G) = gss = 2,;5[, performance fine tuning of VCP. We would also like to thank
©(0,0,B) = bgs = 2:—1[} ) Dr. Thomas R. Henderson for providing us with the XCP
o(1,0,G) = eg[vgss + (1 =) bss] prototype code in Linux.
¢(1,0,B) = ep[(1 —7)gss + Bbss]

B. Channel Coding and Associated Error Modeling (1]

As indicated by various standards such as Direct Sequence
Multiple Access Code Division (DS-CDMA) [54] and WiMax
[55], the use of Forward Error Correction (FEC) schemes gs]
the link layer has been proposed in order to combat the fading
effects of wireless links. 4]

In our work, we propose the use of Reed-Solomon (RSB
channel coders at the link layer as an optional componeff
to compensate for temporally correlated loss effects of the
wireless channel. We note that the use of other channel sodegs]
besides RS coders is also viable. That said, an RS channel
coder RS(b, k) convertsk channel coding symbols into a 7]
b-symbol block by appendingb — k) parity symbols. Such
channel coder is able to correct as manytas= L%J
symbol errors in a block. (8]

We distinguish between modulation symbols and channgd]
coding symbols by noting that a channel coding symb&(!
typically consists of a number of modulation symbols. For
example, an 8-bit RS channel coding symbol consists of eigint]
BPSK modulation symbols. If at leaét— ¢t~ channel coding
symbols are correctly received from transmitted channe
coding symbols, the whole block is recoverable. We note that
our approach calls for mapping a channel coding block ontd’&!
packet. Since an RS channel code$ (b, k) at the link layer ;4
treats an assembled packet as its data blgarrors in both
the payload and headers/trailers of the network and higher
layers can be mitigated for each packet individually at tH(leS]
receiving side.
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