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Abstract

The application of MIMO processing techniques in channels that are shared among multiple users is a relatively new problem that is increasingly important as MIMO transmission is put into practical use. In this chapter we specifically consider the multi-user downlink, where a base station with multiple antennas transmits simultaneously to more than one user. We begin with an overview of some of the multi-user MIMO transmission schemes that have been proposed up to this point, then demonstrate how they might be expected to perform by applying the algorithms to measurement data from indoor and outdoor propagation environments. Specifically, we compare the number of simultaneous users the channel will support for the two different environments, the amount of separation of the users necessary to achieve maximum throughput, and the quality of channel information available to the base station when the users are mobile. In both environments, full multi-user diversity is achieved at relatively short distances on the order of one meter. The total number of simultaneous users in outdoor environments is limited compared to uncorrelated channels due to the relatively sparse multipath structure of the channel. The distances at which channel information becomes too old to be useful to the transmitter appears to be similar for both types of channels.

1 Introduction

One of the most important emerging problems for communications system designers is applying multiple-input multiple-output (MIMO) concepts to multi-user environments. The most ubiquitous wireless applications of our time are cellular telephony and wireless LANs—inherently multi-user systems—in which the increasing demand for higher capacity make them obvious candidates for the capacity improvements promised by MIMO processing.
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In order to share a limited amount of frequency spectrum, all multi-user communication systems use one or more of the traditional forms of multiplexing: time-division, frequency-division, and code-division. The best multiplexing scheme for a given application is dependent on the characteristics of the particular channel of interest. The use of antenna arrays in a multi-user channel enables one further type of multiplexing often referred to as spatial multiplexing. Spatial multiplexing is particularly appealing because it can easily be used in conjunction with other forms of multiplexing to dramatically improve the number of users that can share a given channel. In addition to the promise of improved capacity for future communication networks, in some cases these methods can be applied to existing communication protocols, thus extending their usefulness.

The problem of MIMO communications in multi-user environments can be further divided into two distinct problems, each with unique challenges: the “uplink” channel and “downlink” channel, as illustrated in Figure 1. The uplink refers to the case where a group of users sharing the same channel (representing a unique time slot, frequency, or code sequence) transmit simultaneously. Among information theorists this is commonly labeled the multiple access channel. This scenario requires the multi-antenna base station to successfully separate all of the interfering signals, which can be achieved if the users are transmitting from different locations by exploiting the differing spatial characteristics of the respective channels at the receiver.

The downlink channel (the broadcast channel among information theorists) refers to the case where the base station transmits simultaneously to more than one user over a shared channel. This poses challenges that are somewhat different from the uplink channel, because the receivers are unable to cooperate, so the signals at the different receivers cannot be processed jointly. Since
the receivers pictured in Figure 1 have multiple antennas, they could in theory use multiple-user detection (MUD) techniques to avoid the interfering signals. This is typically computationally costly, and in cases where users have only a single antenna, it is not possible without relying on other forms of multiplexing such as CDMA. Ideally, then, we would like to mitigate the multiple-access interference (MAI) at the transmitter by intelligently designing the transmitted signal.

In this chapter, we begin by reviewing the problem of the multi-user MIMO downlink and discuss in general terms several different transmission approaches that have been proposed. We compare the performance of some of the schemes in randomly-generated channels under ideal conditions. We then show how the algorithms would perform under real-world conditions using measurement data from an indoor propagation environment and two different outdoor environments. We focus in particular on the achievable capacity, the ability of the channels to support multiple sub-channels per user, the required separation distance between users to maximize available capacity, and the effects of channel estimation error due to user mobility. We begin with a mathematical model used for characterizing multi-user MIMO channels.

2 The Multiple-User MIMO Channel

A MIMO channel with \( n_T \) transmitters and \( n_R \) receivers is commonly represented as a matrix \( H \) of dimension \( n_R \times n_T \), where each of the coefficients \( [H]_{i,j} \) represents the complex transfer function from the \( j \)th transmitter to the \( i \)th receiver. We denote the signal transmitted from the \( j \)th transmitter at time \( t \) as \( x_j(t) \), and represent the total transmitted signal with the vector \( x(t) \) of dimension \( n_T \). Likewise, we represent the received signal with the \( n_R \)-dimensional vector \( y(t) \), which can be expressed as a function of the transmitted signal, the channel matrix, and an \( n_R \)-dimensional additive noise vector \( n(t) \):

\[
y(t) = Hx(t) + n(t).
\] (1)

For simplicity, we will omit the dependence on time, referring to the transmitted and received signals instead as \( x \) and \( y \). In a single-user point-to-point MIMO link, all outputs are available to the receiver for processing. In the multiple-user case, the \( n_R \) receivers are distributed among different users, so we extend the model to reflect this. Let \( K \) represent the number of users sharing a channel, and let \( n_{Rj} \) represent the number of antennas for user \( j \), so that the total number of receive antennas \( n_R = \sum_{j=1}^{K} n_{Rj} \). The channel between the base and user \( j \) is now the \( n_{Rj} \times n_T \) matrix \( H_j \), whose rows we denote by \( h_{ij}^* \) as follows:

\[
H_j = [h_{1j} \quad \cdots \quad h_{n_{Rj}}]^*,
\]

where \((\cdot)^*\) is used to denote the complex conjugate (Hermitian) transpose.

Note that this model is based on the assumption of a flat-fading or narrowband channel, which is not true in many current and next-generation wireless communications applications. This matrix channel model can still be applied to many broadband channels. For example, many modern broadband communication protocols are based on orthogonal frequency division multiplexing (OFDM). Typically, the bandwidth of one OFDM subcarrier is narrow enough that the narrowband model applies, so MIMO processing algorithms could be applied independently for each subcarrier. While
we assume a narrowband channel throughout this chapter, the methods discussed here can also be applied to broadband channels using OFDM or similar techniques.

Using this model, consider the signal received by user \( j \). User \( j \) not only receives its own signal through the channel \( H_j \), but also contributions from the signals intended for other users:

\[
y_j = \sum_{k=1}^{K} H_j x_k + n_j ,
\]

where \( n_j \) is assumed to be spatially white noise. The transmitted signal \( x \) is then the sum of the transmitted signals for each user: \( x = \sum_{j=1}^{K} x_j \). We assume that the transmitted signal \( x_j \) is formed from a vector \( d_j \) of \( m_j \) symbols to be transmitted to user \( j \). In a single-user channel, the number of symbols transmitted in parallel is limited by the rank of the channel matrix. Likewise, in a multi-user channel, \( m_j \) is limited by the rank of \( H_j \). We use the vector \( d \) to denote the data symbols transmitted to all users:

\[
d = [d_1^T \ d_2^T \ \ldots \ d_K^T]^T ,
\]

where the dimension of \( d \) is \( m = \sum_{j=1}^{K} m_j \). It is possible to transmit at different rates to each of the \( K \) users by the choice of symbol constellation and channel coding for each user, and by the number of data streams \( m_j \) transmitted to each user. Suitable values for \( m_1, \ldots, m_K \) will not only depend on the desired data rate for user \( j \), but also on the available transmit power, the achievable SINR, and the number of transmit and receive antennas. Without additional coding or multiplexing, typically \( m_j \leq n_{R,j} \), and \( \sum m_k \leq n_T \). The choice of \( m_j \) to obtain optimal system performance is itself an important problem which has recently been studied in [1].

The transmitted signal \( x \) is formed from \( d \) using some encoding function which we denote by \( f_e \), so that \( x = f_e(d) \). The receivers use a decoding function \( f_d \) do estimate the data vectors: \( \hat{d}_j = f_d(y_j) \). This scheme is illustrated in Figure 2. To describe the dimensions of a particular channel, we use the notation \( \{n_{R1}, \ldots, n_{RK}\} \times n_T \). A system with \( K = 4 \) users having one antenna each and \( n_T = 4 \) transmit antennas could be written as a \( \{1,1,1,1\} \times 4 \) system. Likewise, a \( \{1,1,2,2\} \times 4 \) describes a similar case where two of the users have two antennas. The challenge of the multi-user MIMO downlink is to choose encoding and decoding functions \( f_e \) and \( f_d \) that optimize the use of channel resources. Specific optimization goals may include maximizing total throughput, ensuring a certain quality of service (QoS) for each user, or minimizing transmit power, among others.

Achieving any of these goals requires that the transmitter have some information about the channel. From an information-theoretic point of view, a MIMO channel where the transmitter has channel state information (CSI) has a different channel capacity than the same channel without CSI. Single-user MIMO systems benefit from having CSI at the transmitter mainly when \( n_T \geq n_R \) or at low SNR. On the other hand, CSI in a multi-user MIMO downlink is critical to minimizing inter-user interference under all channel conditions. Obtaining CSI is itself a challenging problem [2]. It can generally be obtained in a two-way communications system by either sending the information over the reverse link, or estimating channel parameters of the reverse link and applying them to the forward link. In this chapter, we assume that CSI is available, and we will later investigate the effects of corrupted channel information on multi-user performance.
Another property of radio channels to consider is how they vary over time. The assumption that CSI is available at the transmitter usually implies that the channel is quasi-static, which has been assumed in much of the research to date on multi-user MIMO channels. This is a reasonable assumption for channel environments such as wireless local area networks (LANs), where users are mobile but do not move rapidly. Cellular telephone applications are more challenging because speeds are much higher. Downlink processing methods for channels that are quickly time-varying with limited CSI is an important problem for future research. However, the results included in Section 4 suggest that the prediction horizons for MIMO systems may be much longer than in the SISO case (which has usually proven to be too short to be useful), since multiple antennas reveal more information about the physical structure of the channel [3].

2.1 Capacity

Capacity is an important tool for analysis of communication channels. In single-user MIMO channels it is common to assume a constraint on total power broadcast by all transmit antennas. For a multi-user MIMO channel, the problem is more complex. Given a constraint on the total transmitted power, it is possible to allocate varying fractions of that power to different users in the network, so a single power constraint can yield many different information rates. The result is a “capacity region” like that illustrated in Figure 3 for a two-user channel. The “corners” of the region represent allocation of 100% of the power to either one of the users. For every possible power distribution in between, there is an achievable information rate, which results in the outer boundary of the region. In Figure 3, two regions are shown: one for the case where both users have similar maximum capacity, and one for the case where they are different (due, for example, to user 2’s channel being attenuated relative to user 1, sometimes referred to as the “near-far” problem). For \( K \) users, the capacity region is characterized by a \( K \)-dimensional volume.

In Figure 3, two points are indicated on the boundary of each of the two regions. One point represents the maximum achievable throughput of the entire system, or the point on the curve that maximizes the sum of all users’ information rates. It is clear that this sum capacity point does not
Figure 3: An illustration of a multi-user capacity region. The sum capacity may penalize certain users, depending on the shape of the capacity region.

always represent a fair distribution of resources among the users. The second point on the two curves is located where the curves intersect with the line $C_2 = C_1$, and represents the maximum achievable rate such that both users have equal rates. The problem in this case is that the total throughput is substantially reduced in the “near-far” case. While the sum capacity point clearly does not convey all the relevant information about a multi-user MIMO channel, it is nevertheless a useful tool for understanding the relative capabilities of a particular transmission algorithm or channel, and will be used extensively in this chapter for that purpose.

The capacity of the multi-user MIMO channel is achieved by applying a concept that originates from a paper by M. Costa [4] known as “writing on dirty paper”. Costa studied communication channels with interference and proved the somewhat surprising result that if a received signal $y$ is defined as

$$y = s + i + w,$$

where $s$ is the transmitted signal, $i$ is interference known deterministically to the transmitter, and $w$ is additive white Gaussian noise, the capacity of the system is the same as if there were no interference present, regardless of how strong the interference is and whether or not it is known to the receiver. Using the dirty paper analogy, the capacity of a dirty sheet of paper is the same as that of a clean sheet if the location of the dirt is known.

The implications of this result for multi-user MIMO channels with CSI available at the transmitter are clear: since the channel and the transmitted signals are all known, the transmitter knows how a signal designed for one user interferes with other users, and can design the signals for the other users to compensate. This is the basis for many of the results on capacity of the MIMO broadcast channel [5–9]. While the initial capacity results characterize the achievable rate, they only prove achievability, but do not describe how this rate is achieved. More recently, some prac-
tical transmission schemes [10–12] have been proposed that use dirty paper codes to approach the capacity of the scalar interference channel. To date, no practical application of dirty-paper codes to the downlink problem has appeared, though the techniques of [13] are related to dirty-paper coding (DPC).

A simplified approach to transmission in multi-user channels is to treat all interference as noise. Clearly, this is suboptimal, but it also results in much simpler implementations. The result is that the encoder $f_e$ and decoder $f_d$ are linear functions of the data to be transmitted and the received signals, respectively. The linear class of transmission schemes can generally be viewed as a type of beamforming. Linear transmission schemes exist for a wide variety of channel configurations, while so far dirty-paper schemes have only been proposed for the special case where all receivers have one antenna $n_{Rj} = 1$. However, the existing dirty-paper schemes can be applied to the more general case where $n_{Rj} > 1$ by combining them with linear processing methods. In the next section we review some of these schemes.

3 Multi-User MIMO Transmission Schemes

As noted above, the existing schemes for transmitting from an antenna array to a group of users can be put in two broad categories: linear and non-linear. They can also be categorized as algorithms for single-antenna receivers and multi-antenna receivers. In this section we review some of the linear methods that have been proposed, and briefly discuss non-linear methods.

3.1 Linear Processing, Single-Antenna Receivers

We begin with linear transmission schemes for the case where each user has only one receive antenna: $n_{Rj} = 1$. With only one antenna, the receiver is unable to perform any spatial interference suppression of its own, so the transmitter is responsible for precoding the data in such a way that the interference seen by each user is tolerable. We consider three techniques for solving this problem: channel inversion, regularized channel inversion, and optimal beamforming.

3.1.1 Channel Inversion

Perhaps the simplest way of managing the inter-user interference in a multi-user downlink is using the (pseudo-)inverse of the channel matrix $H$ [14–16]. For non-square channels where $n_T \geq K = n_R$, the transmitted signal $s$ is

$$s = H^* (HH^*)^{-1} \Gamma d.$$  \hspace{1cm} (4)

The matrix $\Gamma$ is a diagonal matrix used to scale the power transmitted to each user. The channel inversion nulls out all inter-user interference, reducing the problem to $K$ independent scalar channels, so the amount of power allocated to one user does not affect the others. Given a constraint on the total transmitted power $\rho$, $\Gamma$ can be chosen in different ways to achieve different goals: allocate equal power to all users, allocate equal capacity to all users, or maximize sum capacity. Sum capacity can be maximized by computing the gain of each of the independent channels and using the water-filling algorithm to distribute the available power.
A very simple way of allocating the power is to set $\Gamma = \gamma I$, where $\gamma = 1/\rho$. One problem with channel inversion arises when $H$ is ill-conditioned. In such cases, at least one of the singular values of $(HH^*)^{-1}$ is very large, $\gamma$ will be large, and the SNR at the receivers will be low. It is interesting to note the similarity between channel inversion and least-squares or “zero-forcing” (ZF) receive beamforming, which applies a dual of the transformation in (4) to the receive data. Such beamformers are well-known to cause noise amplification when the channel is nearly rank deficient. On the transmit side, ZF produces signal attenuation instead. In fact, it has been shown that in the ideal case where the elements of $H$ are independent complex Gaussian random variables, the probability density of $\gamma$ has an infinite mean [17]. It is also shown in [17] and the simulation results section of this chapter that the capacity of channel inversion does not grow linearly with $K$.

### 3.1.2 Regularized Channel Inversion

When rank-deficient channels are encountered in ZF receive beamforming, one technique to reduce the effects of noise amplification is to regularize the inverse in the ZF filter. If the noise is spatially white and an appropriate regularization value is chosen, this approach is equivalent to using a minimum mean-squared error (MMSE) criterion to design the beamformer weights. Applying this principle to the transmit side suggests the following solution:

$$s = \frac{1}{\sqrt{\gamma}} H^* \left( HH^* \! + \! \zeta I \right)^{-1} d,$$

where $\zeta$ is the regularization parameter. When $\zeta \neq 0$, the transmitter does not perfectly cancel out all interference. The key is to define a value for $\zeta$ that optimally trades off the numerical condition of the matrix inverse against the amount of interference that is produced. It has been shown that choosing $\zeta = K/\rho$ approximately maximizes the SINR at each receiver, and leads to linear capacity growth with $K$ [17]. Because each user sees some interference from other users, this scheme does not allow the same flexibility as exact channel inversion in adjusting the power transmitted to each user, because a change to the power weighting for one user changes the interference seen by all other users.

### 3.1.3 Optimal Linear Precoders

Regularized channel inversion demonstrates that perfectly canceling out all inter-user interference is not optimal, and provides a good solution in closed form at low computational cost. However, it is still not necessarily the optimal linear beamformer. Attempting to design a set of transmit beamformers without any constraints on inter-user interference is a very challenging problem because they are all interdependent. If an optimal beamformer is designed for one user, it will produce some interference for the other users. If the interference is taken into account in designing an optimal beamformer for a second user, it will emit interference that makes the first user’s beamformer sub-optimal. This suggests that the optimal solution can not be computed in closed form, but requires an iterative approach.

With a zero-forcing solution, a set of independent channels is created, so the power transmitted to each user can readily be adjusted to achieve a variety of different goals, such as maximizing sum capacity or insuring equal capacity for all users given a power constraint, or minimizing power
Table 1: Linear Precoding for Maximum Sum Capacity

1. Initialize $\rho_j(1) = 1$ for $j = 1 \ldots K$, $D = I$, $\Delta = I$

2. Repeat until convergence
   
   (a) $M = (H^*DH + \text{tr}(D)/\rho I)H^*\Delta$
   
   (b) $W = HM\sqrt{\rho/\text{tr}(M^*M)}$
   
   (c) $n_j = |[W]_{j,j}|^2$
   
   (d) $d_j = 1 + \sum_{i=1,i\neq j}^K |[W]_{i,j}|^2$
   
   (e) $[D]_{j,j} = \frac{n_j}{d_j(n_j + n_j)}$
   
   (f) $[\Delta]_{j,j} = [W]_{j,j}/d_j$

given a capacity constraint for each user. In the case where inter-user interference is allowed, the solution to each of these problems will be different. Optimal transmit beamformers have been found for a variety of different optimization criteria [18–23]. We give as an example the linear precoder that optimizes sum capacity [18], which takes the form

$$s = (H^*DH + \zeta I_{n_T})^{-1}H^*\Delta d.$$  \hspace{1cm} (6)

This is similar to regularized channel inversion, but we have introduced two diagonal matrices, $D$ and $\Delta$, which are used respectively to weight the rows of $H$ inside the inverse, and weight the columns of the resulting beamformer. The optimal values for these matrices, and the scale constant $\zeta$, can be computed using the iterative algorithm given in Table 1.

The sum capacity as a function of the channel matrix size for the linear precoders we have discussed so far is compared with the sum capacity of the channel and capacity of an equivalent single-user channel in Figure 4. Of all the precoders, only channel inversion fails to achieve a sum capacity that increases linearly with $K$ and $n_T$. Regularized channel inversion offers a substantial improvement in performance, and the optimal linear precoder (labeled capacity-optimal RCI) is even better, achieving most of the sum-capacity of the channel that is achievable using DPC.

As we noted earlier, there are many situations in which optimizing sum capacity is problematic because it does not guarantee a minimum level of signal to any user. There are many other optimizations that have appeared recently in the literature that may be of greater practical interest. The “power control” problem was the first of these [19, 20], which can be stated as follows: given a set of SINR requirements for each user, compute the set of beamformers $b_1, \ldots, b_k$ such that the SINR requirements are met and total transmitted power is minimized. We define $\gamma_j$ as the SINR for user $j$, which can be expressed as:

$$\gamma_j = \frac{b_j^*H_j^*H_jb_j}{\sum_{k\neq j} b_k^*H_j^*H_jb_k + 1},$$  \hspace{1cm} (7)

where we have assumed that the noise has unit variance. The power minimization problem can be
stated mathematically as

$$\begin{align*}
\min_{\mathbf{b}_1, \ldots, \mathbf{b}_K} & \quad \sum_{k=1}^{K} \mathbf{b}_k^* \mathbf{b}_k \\
\text{s.t.} & \quad \frac{\mathbf{b}_j^* \mathbf{H}_j^* \mathbf{H}_j \mathbf{b}_j}{\sum_{k \neq j} \mathbf{b}_k^* \mathbf{H}_j^* \mathbf{H}_j \mathbf{b}_k + 1} \geq \gamma_j, \quad j = 1, \ldots, K.
\end{align*}$$

(8)

Solutions to this problem have been proposed in [19–21]. Other optimizations for which solutions have recently been proposed include the maximization of the SINR margin for all users given a minimum SINR requirement for each user and a total power constraint [22, 23]. In addition to the sum-capacity solution, [18] also proposes a solution for maximizing the minimum capacity for each of the individual users. This whole class of solutions requires more computation than plain or regularized inversion, but since beamformers are typically computed once for an entire block of transmitted symbols, this is still a practical solution.

3.2 Linear Processing, Multi-Antenna Receivers

With only a single antenna, the receivers are not able to perform spatial interference suppression of their own, so they can only receive data over a single spatial channel. With multiple antennas, these restrictions are removed, provided that the transmitter and receiver can coordinate their spatial processing, and appropriately allocate the available spatial resources. A simple approach to this would be to apply the single-antenna techniques just described, provided that $n_R \leq n_T$, where $n_R$ is the total number of receive antennas summed over all users. This effectively treats each receive antenna as if it were a separate user, so no joint processing among the receive antennas is required,
but performance is limited because the problem is overly constrained, and the number of users is limited more than necessary.

Both channel inversion and regularized channel inversion limit the number of users to $K \leq n_T$. For optimal beamforming, it is technically possible to support cases where $K > n_T$, but realistically this can occur only when the SINR requirements are very low. So, it is reasonable to consider $n_T$ to be the practical upper bound on the number of users. If the receivers have multiple antennas, it is still possible to support up to $K = n_T$ users by using the concept of coordinated beamforming. To illustrate this, consider the block diagram of Figure 2. Assume that the decoding function $f_d(y_j)$ for user $j$ is a linear operator $w_j$, so that $\hat{d}_j = w_j^*y_j$. If the beamformers were known to the transmitter in advance, then the virtual channel which represents the transfer function from the transmitter to the output of the beamformer of user $j$ is

$$\tilde{h}_j^* = w_j^*H_j.$$  

If we collect the virtual channels for each user, we can define a virtual channel for the entire system:

$$\tilde{H} = [\tilde{h}_1 \tilde{h}_2 \ldots \tilde{h}_K]^*$$

As long as $K \leq n_T$, it is possible to apply any of the single-antenna algorithms described earlier to the virtual channel $\tilde{H}$. The remaining problem is determining the receive beamformers $w_j$. This information could be obtained if the transmitter were to assume a specific approach to designing the beamformers. For example, both MMSE and MRC designs for $w_j$ are functions of only the channel and the transmit beamformers, so $w_j$ could be computed from information available to the transmitter. However, this results in a situation where the solutions to the transmit and receive beamformers are dependent on each other. This suggests the following iterative approach:

1. Assume an initial set of $w_j$ values.
2. Compute the virtual channel $\tilde{H}$ and the transmit beamformers.
3. Update the receive beamformers $w_j$.
4. Repeat steps 2 and 3 until convergence.

The convergence properties of this approach will depend in general on what algorithms are used on both the transmitter and receiver side to determine the beamforming weights. The concept of beamforming that is coordinated between the transmitter and receiver is the basis for several recent multi-user transmission schemes [1, 24–29].

In single-user MIMO channels with CSI available to the transmitter, capacity is achieved by spatial multiplexing, where a number of independent sub-channels are created that carry independent streams of data. In a multi-user MIMO downlink where the receivers have multiple antennas, it is also possible to transmit multiple data streams to each user. We define $m_j$ to be the number of sub-channels allocated to user $j$, and $m = \sum_{j=1}^{K} m_j$ to be the total number of sub-channels. The restrictions on these values are that $m_j \leq \tilde{L}_j$, where $\tilde{L}_j$ is the rank of $\tilde{H}_j = [H_1^T \ldots H_{j-1}^T H_{j+1}^T \ldots H_K^T]^T$, and $m \leq n_T$. This means that allocating multiple sub-channels to individual users limits the total number of users that can be served. The problem
of choosing a good value of \( m_j \) has not yet been studied extensively, but the simulation results presented later in this chapter illustrate the trade-offs involved. In the case where \( m_j > 1 \), define the receiver for user \( j \) as the \( m_j \times n_{Rj} \) matrix \( W_j \), and the linear precoder as the \( n_T \times m \) matrix

\[
B = \begin{bmatrix} B_1 & B_2 & \ldots & B_K \end{bmatrix},
\]

where \( B_j \) is the \( n_T \times m_j \) precoder for user \( j \). As in the single sub-channel case, the transmit precoders \( B_j \) can be derived by selecting an initial set of receivers \( W_j \), and alternately updating \( B_j \) and \( W_j \) until convergence is reached.

In this section, we discuss two general approaches to this problem. The first is a coordinated zero-forcing approach that is a generalization of channel inversion. The second is a framework for applying other methods like regularized channel inversion or optimal beamforming in a context where users have multiple antennas.

### 3.2.1 Coordinated Zero-Forcing

As noted previously, in cases where the receivers have multiple antennas, it is possible to use channel inversion at the transmitter if \( n_R \leq n_T \), but this over-constrains the problem, by forcing \( H_B \) to be completely diagonal. In fact, all inter-user interference can be eliminated by constraining \( H_B \) to be block-diagonal (i.e., \( H_i B_j = 0 \), for \( i \neq j \)). A procedure for computing the optimal \( B \) given this constraint has been proposed [24, 30–34], but it imposes restrictions on the channel configurations that can be accommodated. In order to accommodate all possible receiver sizes, those restrictions can be eliminated using the coordinated beamforming approach: estimate the receivers \( W_j \) and force \( W_i^H H_i B_j \) to be zero. A method for computing this iteratively, referred to as the “coordinated zero-forcing” algorithm, is listed in Table 2.

The result of the coordinated zero-forcing algorithm is a set of non-interfering virtual channels. One advantage of this approach is that since the channels do not interfere, the solution is independent of the power allocation to each channel, and therefore the power allocation can be performed independently from the computation of the beamformers.

There are a few special cases of the coordinated zero-forcing algorithm worth noting. First, if \( n_{Rj} = 1 \) for all users, the solution is equivalent to channel inversion with optimal power allocation. Second, if \( n_T > \max \left\{ \text{rank}(\tilde{H}_1), \ldots, \text{rank}(\tilde{H}_K) \right\} \), the convergence criterion is reached at the first step, and the solution is equivalent to the block-diagonalization solution of [24]. Third, if \( m_j = 1 \) for all users, the receiver beamformers \( W_j \) are equivalent to maximal ratio combiners, and the solution for \( B \) is equivalent to channel inversion of \( \tilde{H} \) (this allows for some computational savings over the generalized implementation).

### 3.2.2 General Coordinated Beamforming

As noted in the discussion of channel inversion, the use of zero-forcing at the transmitter has some disadvantages, so there are good reasons to use other beamforming methods at the transmitter. This can be done in channels where the receivers have multiple antennas by applying the same general approach as in coordinated zero-forcing. A general algorithm for doing this is listed in Table 3.
Table 2: Coordinated Zero-Forcing Algorithm

1. For each user, initialize $W_j$ as the $m_j$ dominant left singular vectors of $H_j$, and define $\tilde{H}_j = W_j^*H_j$.

2. For each user, define $	ilde{\tilde{H}}_j = [\tilde{H}_1^T \ldots \tilde{H}_{j-1}^T \tilde{H}_{j+1}^T \ldots \tilde{H}_K^T]^T$, let $\tilde{\tilde{V}}_j^{(0)}$ represent an orthogonal basis for the right null space of $\tilde{H}_j$, and compute the SVD

$$H_j \tilde{\tilde{V}}_j^{(0)} = \begin{bmatrix} U_j^{(1)}_j & U_j^{(0)}_j \end{bmatrix} \Sigma_j \begin{bmatrix} V_j^{(1)}_j & V_j^{(0)}_j \end{bmatrix}^H,$$

where $U_j^{(1)}$ and $V_j^{(1)}$ represent the first $m_j$ left and right singular vectors. Update the transmitter and receiver beamformers: $W_j = U_j^{(1)}$ and $B_j = V_j^{(1)}$, and define

$$S = \begin{bmatrix} W_1^*H_1 \\ \vdots \\ W_K^*H_K \end{bmatrix} \begin{bmatrix} B_1 & \ldots & B_K \end{bmatrix}$$

3. Repeat step 2 until

$$\min_{i=1,...,K} \frac{|S|_{i,i}}{\sum_{j \neq i} |S|_{i,j}} < \epsilon$$

for some value of $\epsilon$.

4. Use water-filling to determine power allocation given the diagonal values of the $\Sigma_j$ matrices as the channel gains.

Table 3: Coordinated Transmitter/Receiver Beamforming Algorithm

1. Assume an initial set of receiver weights $W_1, \cdots, W_K$. Two good candidates for this are to use the dominant left singular vectors of the respective channel matrices $H_j$, or to compute the full coordinated zero-forcing solution and use the resulting values of $W_j$.

2. Given $W_1, \cdots, W_K$, calculate $\tilde{H}$ and find $B$ using any of the algorithms discussed earlier (regularized channel inversion, optimal beamforming).

3. Given $B$, recalculate the receiver beamformers $W_1, \cdots, W_K$ according to some assumed receiver design (MMSE, MRC, etc).

4. If the SNR or sum rate achieved by $B$ and $w_j$ has changed from the last iteration, go to step 2, otherwise stop.
There are two reasons that computing the zero-forcing solution makes a good initialization point for the algorithm in Step 1. The first is that as SNR increases, the difference between the zero-forcing solution and other beamforming algorithms will become increasingly small, so starting with the zero-forcing solution can significantly reduce the number of iterations to convergence [29]. The second reason is that zero-forcing is the only way that the beamforming weights and power allocation can be decided independently, so initializing with zero-forcing is a means of intelligently estimating how many bits should be allocated to each sub-channel before proceeding with beamformer optimization. In [29] this approach was used with MMSE receivers and optimal beamforming for minimum power at the transmitter.

3.3 Non-Linear Processing Methods

All of the transmission schemes discussed so far use linear processing at the transmitter and receiver. However, as noted previously, channel capacity in a multi-user environment depends on the use of DPC techniques, which are inherently non-linear in nature. DPC techniques have been demonstrated to outperform linear methods [13], but implementation is more expensive. Some efficient DPC precoders have computational complexity similar to that of linear precoders, but the computation must be performed separately for each transmitted symbol, while linear precoders can be computed once for an entire block of transmitted symbols.

Another limitation of DPC is that none yet exist that are designed for multiple-antenna receivers. However, there are straightforward ways of combining DPC with linear processing methods to make them usable for multi-antenna receivers. One simple example is using coordinated zero-forcing to compute a set of transmit and receive vectors that allow one sub-channel per user ($m_j = 1$). After this is computed, the linear beamformers could be replaced by a DPC encoder that uses the channel matrix $\bar{H}$.

It is reasonable to assume that in a real multi-user environment it will be common to have a mixture of users with single and multiple antennas. In this type of environment, one proposal for obtaining the benefits of non-linear precoding is to use block-diagonalization for the users with multiple antennas and non-linear DPC methods for the users with only one antenna [35]. In this approach, the beamformers for the multiple-antenna users are chosen to lie in the null space of the channel matrices of the other users including those with single antennas. The equivalent channel for the single-antenna users looks as if there are no multiple-antenna users present, which improves diversity for those users. The data transmitted to the multiple-antenna users is also precoded using a linear precoder in order to eliminate the multi-user interference which in this case only originates from the single-antenna users. This approach significantly improves the performance of the single-antenna users, and hence also that of the overall system.

4 Channel Measurements

In the results that follow, we examine the performance of linear precoding schemes in realistic environments using channel measurements from both indoor and outdoor propagation environments. The measurements were taken from a narrowband channel sounding system designed and built at Brigham Young University (BYU). The transmitter of the system modulates the chosen
carrier frequency using BPSK modulation with a unique pseudo-random binary sequence for each of the antennas in the transmit array. In the receiver, the signals from each of the elements of the receive array are down-converted to an intermediate frequency and sampled using a high frequency multi-channel analog to digital converter. The sampled signals are stored and processed off-line to extract the complex gain from each of the transmit antennas to each of the receive antennas. The frequency with which the channel can be sampled is a function of the length of binary sequence used for modulation. For a more detailed description of the channel sounder and the post-processing, see [36].

All of the results included here were collected at a carrier frequency of 2.43 GHz, with a bandwidth of 25 KHz. This frequency is used by some of the popular wireless LAN standards, and is close to the 1.9 GHz frequency used in some mobile telephone networks. In the measurement results presented here, the transmitter was kept at a fixed location and the receiver moved while sampling the channel every 2.5 ms. Multi-user channels are created by selecting samples from multiple points along the measurement path. Because the average number of samples per wavelength is as high as 30 for most of the cases considered here, relatively small separations between users can be simulated.

The measurements used here come from three different sets. The first is a set of indoor measurements taken inside a typical university building.\textsuperscript{1} The measurements were taken with the transmitter in a fixed location and the receiver moving in a straight path with an approximate length of about 40 meters along a long corridor at constant speed. The measurement path is illustrated in Figure 5. All channels were non-line-of-sight (NLOS), which would typically lead to reduced power but enhanced multipath diversity relative to line-of-sight (LOS) channels. Both the transmitter and receiver used 10 monopole antennas arranged in a circular pattern with a radius of 0.86 wavelengths, equivalent to a spacing of approximately 0.5 wavelengths between adjacent elements.

Two outdoor data sets are also considered here. The first, referred to as outdoor channel A, placed the transmitter between two buildings on the BYU campus, and the receiver behind a neigh-

\textsuperscript{1}The building was the Clyde Engineering Building on the BYU campus, which has steel-reinforced concrete structural walls and cinder-block partition walls.
boring building, creating a NLOS channel similar to that often seen in urban environments. These measurements were collected with 8-element uniform linear arrays of monopole antennas at both transmitter and receiver, with a spacing of 0.3 wavelengths. The receiver was placed at three different locations and moved along a straight path with a length of about 10 meters. The measurement paths and neighboring buildings for outdoor channel A are illustrated in Figure 6. The results in the next section derived from these measurements are averaged over the three different locations.

The second outdoor environment, referred to in the next section as outdoor channel B, contained mostly LOS channels. The transmitter was placed in two locations a few meters from the wall of a building. The receiver was placed at 4 different locations near the same building, and moved distances of 10-12 meters. These measurements were collected using uniform linear arrays of 7 antennas at both transmitter and receiver with a spacing of 0.39 wavelengths. The building and the measurement paths for this channel are illustrated in Figure 7. The composite results for outdoor channel B also are averaged over the 4 measurement locations.

Most of the test cases considered scenarios with fewer antennas than the original data set. Appropriate antenna subsets were selected as follows. On the transmit side, antennas with maximal separation were chosen to mimic a base station that uses the entire array aperture. For example, the 4-element transmitter that is used in many of the results is taken from the 7-element linear array by choosing 4 elements with uniform separation of 0.78 wavelengths. A mobile receiver, on the other hand, would be expected to have limited size, and thus only adjacent antennas were used when simulating end users with multiple antennas.

An important issue that arises in MIMO channel data sets is how the various channels are normalized prior to processing. There are two common approaches. One approach is to scale each individual channel sample to have the same received power (measured using the Frobenius norm). This approach ignores power fluctuations due to multipath fading or shadowing and does not allow channels with “near-far” effects, but it allows for more consistent comparisons with simulated propagation environments and makes the results less dependent on the specific physical environ-
Figure 7: Illustration of the measurement paths and neighboring building for outdoor channel B. These channels are almost all line-of-sight (LOS).

ment. This type of normalization was used in all of the results measuring capacity of various precoding algorithms. A second approach is to preserve the power relationships, normalizing so that the average Frobenius norm has a fixed value. This approach can be subject to large power fluctuations. We used this type of global channel normalization when measuring the effects of channel estimation error.

5 Performance Results

In this section, we compare the performance of some of the various downlink multiplexing schemes we have described. We begin with results derived from simulation of random channels, and then show how the algorithms perform with measurement data. We focus in particular on three processing schemes whose capacity can be computed easily. Note that capacity here refers to the maximum achievable rate for the given transmission scheme, which is different than the true channel capacity. The first is coordinated zero-forcing, referred to in many of the plots as zero-forcing or ZF. The second is coordinated beamforming using regularized channel inversion on the transmit side and MMSE beamformers at the receivers when multiple antennas are present. This is labeled in many of the plots as regularized channel inversion or RCI. The third scheme is coordinated beamforming using MMSE receivers and the iterative RCI algorithm for achieving maximum capacity given in Table 1, referred to in the plots as capacity-optimal RCI.

5.1 Multi-User Performance in Randomly Generated Channels

We begin by illustrating the performance of different multiplexing methods in uncorrelated Gaussian channels, which is usually the best-case scenario. Figure 8 shows complimentary cumulative density functions (CCDF) of sum capacity for coordinated zero-forcing, coordinated beamform-
Figure 8: CCDFs of capacity for zero-forcing and regularized channel inversion in uncorrelated Gaussian channels at a SNR of 10 dB.

ing using regularized channel inversion at the transmitter and MMSE receivers, and coordinated beamforming using capacity-optimal RCI at the transmitter with MMSE receivers. Note that for $m_j = 1$, and in about 40% of cases where $m_j = 2$, zero-forcing has slightly better performance than RCI. The reason for this is that with the ZF solution the power for each user was adjusted to maximize sum capacity, while this is not possible with RCI without using the iterative algorithm. The capacity is quite similar for all algorithms for $m_j = 1$, but for $m_j = 2$, it is clear that the capacity-optimal RCI method makes far better use of the second spatial sub-channel than either of the others. In some cases, as will be seen with the data-derived results, adding the second sub-channel does not provide any additional benefit because of the channel characteristics. Another reason it may be preferable to use less than all available sub-channels is that this allows additional degrees of freedom in optimizing the transmission to other users.

In Figure 4 (see also [17, 37]), a comparison of capacity for channel inversion and regularized channel inversion for channels where $K = n_T$ revealed that RCI, and capacity-optimal RCI achieve linear growth in capacity with $K$ while channel inversion does not. In Figure 9, we assume that $n_T$ is fixed at 10 antennas, and compare the sum capacity of channel inversion and RCI with the theoretical limits as a function of $K$. In this case, the theoretical limits increase with the number of users, but the linear processing schemes achieve maximum capacity at 6 users, and channel inversion actually loses a substantial amount of capacity as $K \to n_T$. This is due to the fact that the power scaling in (4) is limited by singular values of $(HH^*)^{-1}$, which for random complex Gaussian matrices are not well-conditioned when $H$ is square [17].

Figure 10 compares the same three linear precoders in the context of multi-antenna receivers, with the number of data streams per user $m_j$ fixed at 1. While there is a sizable gap between zero-forcing and the RCI regularized channel inversion when the receivers have only one antenna, the difference becomes much smaller as a function of the number of receive antennas, to the point that
Figure 9: Comparison of capacity for channel inversion and regularized channel inversion with the sum capacity of the channel and capacity of the equivalent single-user channel for $K$ users and $n_T = 10$ at a SNR of 10 dB.

Figure 10: Capacity comparison of coordinated zero-forcing and regularized channel inversion for $m_j = 1$ and varying values of $n_{Rj}$ for $K$ users at a SNR of 10 dB.
it becomes almost negligible for \( n_{R_j} = 3 \).

In multi-user MIMO channels, optimal transmission schemes depend heavily on the availability of CSI at the transmitter. In practice, CSI will likely be corrupted by noise. Figure 11 shows the effects of channel estimation error on performance. In this case, the error is modeled as an additive error matrix \( \mathbf{N} \) such that the estimated channel \( \hat{\mathbf{H}} = \mathbf{H} + \mathbf{N} \). The error is quantified by the ratio of the total power in \( \mathbf{H} \) to the total power in \( \mathbf{N} \): \( \|\mathbf{H}\|_F^2/\|\mathbf{N}\|_F^2 \). It is apparent from the curves in Figure 11, that receivers with additional antennas reach their maximum capacity with more error in their channel estimates than those with only one antenna. With one antenna per user, not only do the RCI precoders significantly outperform zero-forcing, they are much more robust in the presence of channel estimation error.

### 5.2 Multi-User Performance in Channels Derived from Measurements

While uncorrelated Gaussian channels are useful as an analysis tool, this assumption is a best-case scenario, and it is important to also consider the specific channel conditions in which these algorithms are likely to be used. For example, if two users are located close together, their channels will likely be highly correlated, which will affect the transmitter’s ability to achieve signal separation with precoding. An important question then is what physical spacing is required to achieve the capacity levels of uncorrelated users. For indoor environments, this problem was recently studied using both channel measurements and statistical models [38, 39]. In this section, we compare performance derived from the indoor measurements with outdoor measurements and random Gaussian channels. The transmission scheme in all cases is coordinated beamforming with MMSE receivers and capacity-optimal RCI at the transmitter, so the capacity referred to here is the maximum achievable throughput given linear precoding and decoding. We consider three important questions. First, we test how closely two users can be located in space before a significant
reduction in spatial multiplexing performance is observed. Second, we test channels with many users to see how much multipath is present in the channel and how many users can be supported, and third, we test how far a receiver terminal can move before updated CSI is required.

5.2.1 Effects of Inter-User Separation

We begin by examining the performance of two-user channels. Figure 12 shows the capacity as a function of separation distance for coordinated beamforming using regularized channel inversion for indoor channels. The cases shown are for $n_{Rj} = 1$, and $n_{Rj} = 2$ with $m_j = 1$ and 2. As a reference, the mean capacity was computed for uncorrelated Gaussian channels and for measured channels where the users’ locations were chosen randomly from anywhere in the data set were computed, and those values are shown along the left and right sides of the plot, respectively. While random spacing allows slightly higher capacity than fixed spacing, capacity for fixed spacing in all three cases appears to reach its maximum at a separation of 5 wavelengths. For the 2.43 GHz channel we are considering, this is equivalent to about 60 cm. For both cases where $m_j = 1$, the capacity from measured data is very close to that of uncorrelated Gaussian channels, but there is a gap for $m_j = 2$. This is an indication that there is likely a greater spread in the singular values of the channel matrices for the measured data than for simulated random channels. Causes of this include correlation between antenna elements and a dominant path in the multipath environment.

Figure 13 shows the mean capacity as a function of user separation for the two outdoor channels. Outdoor channel A, which is almost entirely NLOS with multiple buildings in the vicinity, achieves higher overall capacity and the maximum capacity appears to be reached at 5 wavelengths, as in the indoor case. Channel B, on the other hand, which consists of LOS channels, requires about
Figure 13: Mean system capacity as a function of separation distance for a two-user MIMO channel derived from outdoor measurement data.

10 wavelengths to reach maximum capacity and has lower overall capacity. Even a distance of 10 wavelengths is relatively small, considering it is equivalent to about 1.2 meters at our measurement frequency. Since the channels have all been normalized, relative attenuation between the different propagation environments is not considered here. It is also interesting to note that when $n_{Rj} = 2$, outdoor channel A achieves a small increase in capacity when $m_j$ is increased from 1 to 2 (but a smaller increase than the indoor environment), but channel B does not. This is an indicator that channel B has virtually no multipath diversity—the channel is almost always dominated by a single multipath component—and Channel A has less multipath diversity than the indoor channel.

In Figure 14, we consider the performance of a system with a larger number of transmit antennas as a function of the number of users sharing the channel. We compare the performance of uncorrelated Gaussian channels with locations randomly selected from the data sets as a function of the number of users for $n_{Rj} = 1$ and 3, with $m_j = 1$. The random Gaussian channel outperforms the measured channels by a larger margin for multi-antenna receivers than for single-antenna receivers. For multi-antenna receivers, the indoor channel achieves performance close to that of random channels except for 6 and 7 users. For both outdoor channels, there is significantly less capacity than random channels for as few as 4 users. This illustrates that regardless of the number of transmitters and users, the system capacity in real propagation environments may be limited by the multipath structure. Beyond a certain limit (defined by the multipath diversity of the channel) the addition of transmit and receive antennas results mainly in beamforming gain rather than diversity or multiplexing gain.
5.2.2 Effects of User Motion

In Figure 11, we demonstrated that noise in the CSI does not measurably degrade performance if the energy in $H$ is greater than the noise in the channel estimate by about 12 dB. In this section, we assume that the noise effects are negligible and measure the effects of errors in the CSI due to user motion. We assume that CSI is made available to the transmitter via a feedback channel, but the receiver may have moved by the time the transmitter has processed the channel estimate. A similar case was considered in [40]. In [39], this scenario was studied for a $\{2,2\} \times 4$ channel with $m_j = 2$ in an indoor environment. Because we observe better overall performance with $m_j = 1$, we consider here the case of $\{1,1\} \times 4$ channels and $\{2,2\} \times 4$ channels with errors in CSI.

The sum capacity at 10 dB SNR as a function of separation distance from CSI measurement to CSI usage is shown for the indoor and both outdoor channels in Figure 15. In the first 0.25 wavelengths, the degradation is steeper for outdoor channels than for indoor channels, while the rate is similar for all of the channels from 0.25 to 1 wavelength. The slope of the curves for larger separations appears to be less steep for $n_{R_j} = 2$. This can be attributed to the fact that the dominant eigenvector of each user’s channel is closely related to the angle of strongest propagation path, which will tend to change more slowly than the individual channel coefficients. This is another advantage of adding additional antennas at the receivers.

In general, the effects of CSI error appear to be similar for both the indoor and outdoor environments studied here. It is possible to compensate for these errors up to a certain point by adding additional SINR margin to the design requirements for transmit beamformers. This type of CSI error is a limited problem in indoor environments because mobility speeds are quite low. The slightly higher sensitivity to CSI error in outdoor environments combined with higher speeds imply that CSI will not be useful for long periods of time, making the problem of obtaining relevant CSI at
6 Summary

Spatial multiplexing algorithms in multi-user MIMO systems can substantially increase the capacity of a wireless network, assuming that accurate CSI is available, and that the channels for different users are uncorrelated. In this chapter, we have reviewed some of the available algorithms for the downlink, and demonstrated the expected performance in both ideal uncorrelated Gaussian channels and channels derived from measurements of both indoor and outdoor propagation environments. While many of the multiplexing algorithms proposed so far are designed for the case where each user has only one antenna, they can be readily adapted to cases where the users have more than one antenna by using linear processing at the receiver to reduce the dimension of the channel. The results demonstrate a clear benefit from adding a second or third antenna to each user and using simple processing schemes at the receiver such as MMSE beamforming. When users have more than one antenna and coordinated beamforming is used, the performance gaps between transmission approaches such as channel inversion and regularized channel inversion become much smaller.

In practice, achieving spatial multiplexing requires that users’ channels be sufficiently uncorrelated, which implies a certain minimum separation between them. For indoor propagation measurements tested here, a spacing of about 5 wavelengths (approximately 60 cm at the measurement frequency) appears to be sufficient, regardless of the number of users, while in outdoor environments with significant multipath, a spacing of 5-10 wavelengths (0.6-1.2 m) is sufficient depending on the environment.
While in uncorrelated Gaussian channels, system capacity can grow linearly with the number of transmit antennas and number of users, the multipath structure encountered in measured channels imposes limits on how many users can be multiplexed spatially. In the particular indoor environment measured here, with a base station array of 7 elements, most of the available capacity is reached at around 5-6 users, while the number is 3-4 for the outdoor environments that were studied here. This limit is a function of the number of significant multipath components for each user and the difference in multipath structures for users located near each other. All of the measurement results were taken over limited paths, so it is possible that more users can be supported if they are scattered over a wider area.

The use of CSI at the transmitter in multi-user MIMO downlinks appears to be particularly challenging in outdoor propagation environments because performance quickly becomes degraded when the channel has changed relative to the available CSI. Protocols that use spatial multiplexing in outdoor MIMO downlinks will therefore use CSI for very short time horizons.
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