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Abstract—A recursive blind equalizer is presented that directly estimates the transmitted symbols of multiple cochannel signals in the presence of ISI. The algorithm exploits shift structure present in the data model and the finite alphabet property of the signals. The proposed method possesses a separation property that allows the symbol sequences for each user to be estimated independently of the others. Problematic issues surrounding unknown and mismatched channel lengths for the cochannel users can be handled effectively in the recursive equalizer. Additionally, if the cochannel signals are encoded prior to transmission, we show how the code structure can be incorporated into the recursive equalizer to improve its performance.
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I. INTRODUCTION

TRANSMISSION of digitally modulated signals over bandwidth-limited channels has been an important topic for several decades. In this situation, the receiver must compensate for channel induced intersymbol interference (ISI) in order to make reliable symbol decisions. The process of removing ISI is called equalization, and any device or algorithm for dealing with ISI is referred to as an equalizer.

Conventionally, many solutions to the equalization problem have focused on estimating the channel impulse response or its inverse rather than directly estimating the transmitted symbol sequence. Because the channel is unknown a priori, adjustable equalizer parameters are initially set, assuming a known training signal is transmitted. For time-varying channels, continuous updating of the adaptive equalizer parameters can be performed by periodically transmitting a known signal or using decision directed equalization.

To more efficiently use the channel and automatically restart in case of a broken data link, the use of self-recovering or blind adaptive equalization has been investigated [1]–[3]. These methods estimate the channel without a training sequence by forcing the equalizer output to possess a certain property such as constant modulus or finite alphabet. Nonadaptive methods for blind equalization have also been developed based on second and higher order statistics [4]–[10]. These methods process the data in blocks of consecutive samples to estimate the channel response. With the channel response in hand, the symbol sequence can be estimated using optimum maximum likelihood sequence estimation or some other technique.

An alternative to channel-identification-based blind equalization is blind sequence estimation [11], [12]. Here, the symbol sequence is estimated directly without the need for an explicit channel estimate. Combined with work on blind separation of cochannel signals transmitted over memoryless channels [13], blind sequence estimation can remove ISI and separate several cochannel finite alphabet signals. Channel-identification-based equalizers, on the other hand, are usually limited to the single-user case.

The principle on which block blind symbol estimation (BSE) [11], [12] is based can also be used to develop a recursive blind symbol estimator (RBSE) [14]. Here, estimates of the transmitted symbols are produced sequentially as new data samples are collected. Prior symbol decisions are fed back to help make decisions on new symbols, a process that can simplify the implementation of RBSE relative to BSE. In this paper, we develop a recursive blind symbol estimator and discuss some of its properties. This new recursive blind equalizer is unrelated to the classical decision feedback equalizer [15], where decisions are based on a linear combination of the received signal and previous symbol decisions. We also note that Tong [16] developed a recursive equalizer for a single user based on second-order statistics. Our method is new in the sense that it applies to multiple users, and no statistical assumptions on the users are necessary. We also show how to exploit coded signals in an efficient manner by incorporating code structure into the recursive blind equalizer. This leads to a method for simultaneously equalizing and decoding several cochannel signals. We restrict our attention to convolutional codes, but our results will apply in general to trellis-based codes, which are decoded iteratively, e.g., such as trellis-coded modulation and turbo codes. Linear block codes can also be decoded using trellis techniques [17]; therefore, our results apply to them as well.

The remainder of the paper is organized as follows. After reviewing the data model in Section II, the recursive blind equalizer is developed in Section III. In Section IV, we show how convolutional code structure can be incorporated into the equalizer. Finally, Section V presents some representative simulation results.

II. DATA MODEL

Fig. 1 illustrates a scenario where \( d \) signals arrive at an \( M \)-element antenna array through independent FIR channels whose temporal support is assumed to span at most \( L \) symbol
periods. The channel impulse response \( h_{ij}(t) \) accounts for both the transmitter pulse shaping filter and the physical propagation channel between the \( j \)th user and the \( i \)th sensor. We consider generic QAM communication signals described by

\[
\begin{align*}
\mathbf{s}(t) &= \sum_{n} \mathbf{s}_n(t) \\
\mathbf{d}(t) &= \mathbf{D}(t) (\mathbf{x}(t)),
\end{align*}
\]

where

\[
\begin{align*}
\mathbf{D}(t) &= \delta(t - nT) \\
\mathbf{D}(t) &= \mathbf{D}(t - nT) \\
\mathbf{D}(t) &= \mathbf{D}(t - nT).
\end{align*}
\]

Here, \( \mathbf{D}(t) \) is the \( i \)th tap of a MIMO FIR system with \( d \) inputs and \( M \) outputs, and the \( d \times 1 \) symbol vector \( \mathbf{s}_n \) contains one symbol for each user. Denote the elements of a matrix (vector) by \( \mathbf{H}(\cdot, \cdot) \). Then

\[
\mathbf{H}_{ij} = \mathbf{H} \left( \mathbf{S}_{n-1}; \mathbf{H}_{i-1} \right) \quad \mathbf{H}(\cdot, \cdot) (\mathbf{x}(\cdot)).
\]

Later, we relate the subspace spanned by sequences of vector samples \( \mathbf{x}_n \) to the null space of \( \mathbf{N} \) and the corresponding symbol vectors \( \mathbf{s}_n \). Therefore, for convenience, we collect \( N \) consequent data vectors into the columns of \( \mathbf{X}_n \) and note that

\[
\mathbf{X}_n = \mathbf{H} \mathbf{s}_n,
\]

where \( \mathbf{H} \) is a block Toeplitz matrix whose elements are drawn from \( \Omega \).

In this paper, we require \( \mathbf{H} \) to have full column rank. To alleviate the strict requirements this imposes on \( \mathbf{M} \) and \( \mathbf{P} \) in relation to \( d \) and \( L \), rearrange the data into a block Hankel matrix with \( m \) block rows

\[
\mathbf{X}_n = \mathbf{H} \mathbf{s}_n
\]

where

\[
\begin{align*}
\mathbf{X}^{(m)} &= \left[ \begin{array}{c} 
\mathbf{s}_{n-N+1} \\
\mathbf{s}_{n-N+2} \\
\vdots \\
\mathbf{s}_{n-L+1}
\end{array} \right] \\
\mathbf{H}^{(m)} &= \left[ \begin{array}{c}
\mathbf{H} \\
\vdots \\
\mathbf{H}
\end{array} \right] \\
\mathbf{S}^{(m)} &= \left[ \begin{array}{c}
\mathbf{s}_{n-N} \\
\mathbf{s}_{n-N+1} \\
\vdots \\
\mathbf{s}_{n-L}
\end{array} \right],
\end{align*}
\]

The parameter \( m \) can be chosen by the user to satisfy certain identifiability conditions on the user sequences \([11],[12]\). In the following, we assume that \( m \) is chosen so that \( \mathbf{H}^{(m)} \) has full column rank.

Another less restrictive assumption implied by (2) is that the cochannel users are synchronized with respect to their symbol periods. As described in [12], this assumption may be relaxed to allow asynchronous signals by including the associated delays in the channel matrix.

III. RECURSIVE BLIND SYMBOL ESTIMATION

Since \( \mathbf{H}^{(m)} \) in (2) has full column rank, the row spaces and null spaces of \( \mathbf{A}^{(m)} \) and \( \mathbf{S}^{(m)} \) coincide when no noise is present. If the symbol sequences are linearly independent, then

\[
\text{rank}(\mathbf{A}^{(m)}) = \text{rank}(\mathbf{S}^{(m)}) = d(L + m - 1).
\]

Hence

\[
\text{dim null}(\mathbf{A}^{(m)}) = c_G = N - m + 1 - d(L + m - 1).
\]

If we let the \( c_G \) columns of \( \mathbf{G}_n \) be a basis for the null space of \( \mathbf{A}^{(m)} \), then

\[
\mathbf{A}^{(m)} = \mathbf{G}_n = 0 \Rightarrow \mathbf{S}^{(m)} = \mathbf{G}_n = 0
\]
holds. This equation is fundamental to the block methods [11], [12] for blind symbol estimation and plays a central role in the recursive method that follows. First, \( G_n \) is determined from the observed data using the left-hand side of (3). Then, the symbol sequences are estimated by exploiting the orthogonality to \( G_n \) illustrated by the right-hand side of (3).

In a recursive approach, \( s_n \) is estimated assuming the previous (hard or soft) symbol decisions \( \hat{s}_{n-i}, \hat{s}_{n-2}, \cdots \) have been made. This information is available at the receiver from previous equalizer outputs or from a known training sequence. With previous symbols available, the only unknown on the right-hand side of (3) is \( s_n \), which appears on the first block row of \( S_n^{(m)} \). Let \( B_n \) be the first block row of \( S_n^{(m)} \):

\[
B_n = [\hat{s}_{n-N+m}, \cdots, \hat{s}_{n-1}, s_n]
\]

where previous symbols \( s_{n-i} \) have been replaced by training data or known symbol decisions \( \hat{s}_{n-i}, i = 1, \cdots, N - m \). By (3), all rows of \( S_n^{(m)} \) are in the left null space of \( G_n \); therefore,

\[
B_n G_n = 0
\]

and, hence, a windowed segment of the cochannel symbol sequences is orthogonal to the column space of \( G_n \). Only the Toeplitz structure of the symbol matrix was used in deriving (4).

A simple recursive estimator for \( s_n \) based on (4) would be

\[
\hat{s}_n = \arg \min_{s_n \in \Omega^d} \left\| \begin{bmatrix} s_{n-N+m}, \cdots, s_{n-1}, s_n \end{bmatrix} G_n \right\|_F^2
\]

where the finite alphabet property has been imposed as a constraint for the minimization. This method can lead to errors since (4) is an underdetermined system of equations. The left null space of \( G_n \) is \( d(L+m-1) \)-dimensional, whereas \( B_n \) has only \( d \) linearly independent rows. Therefore, \( s_n \) may not be uniquely determined by (4).

Instead of (4), we can find a similar equation that uniquely determines \( B_n \) based on the sequence of matrices \( G_n, \cdots, G_{n+Q-1} \), where \( Q = L + m - 1 \). We begin by making an observation about the shift structure present in the data model. Due to the memory of the channel, a particular symbol will influence the array output for \( L + m - 1 \) symbol periods after it is transmitted (see [1]). For example, \( s_n \) influences outputs \( x_n, x_{n+1}, \cdots, x_{n+L-1} \). This manifests itself in the block-Toepplitz structure of \( S_n^{(m)} \) as

\[
B_n = [\hat{s}_{n-N+m}, \cdots, \hat{s}_{n-1}, s_n]
\]

where \( \hat{s}_{n-N+m}, \cdots, \hat{s}_{n-1} \) are the previous symbol estimates. Combining (3) and (5), we have the following \( Q \) equations involving \( s_n \):

\[
S_n^{(m)} G_n = 0 \Rightarrow B_n G_n = 0
\]

\[
S_{n+1}^{(m)} G_{n+1} = 0 \Rightarrow B_n G_{n+1} = 0
\]

\[
\vdots
\]

\[
S_{n+Q-1}^{(m)} G_{n+Q-1} = 0 \Rightarrow B_n G_{n+Q-1} = 0
\]

These equations indicate that the rows of \( B_n \) (which are the symbol sequences) are orthogonal to the column space of \( G_{n+i} \) for \( i = 0, \cdots, Q-1 \). In other words, the rows of \( B_n \) are orthogonal to the union of these spaces

\[
\text{row}(B_n) \perp \bigcup_{i=0}^{Q-1} \text{col}(G_{n+i}).
\]

Taking complements in (6), we have the interpretation that the rows of \( B_n \) lie in the intersection of the null spaces of \( G_{n+i}^+ \) for \( i = 0, \cdots, Q-1 \):

\[
\text{row}(B_n) \subset \bigcap_{i=0}^{Q-1} \text{null}(G_{n+i}).
\]

Both of these expressions are summarized in matrix notation as

\[
B_n G_n = 0
\]

where \( G_n = [G_n, \cdots, G_{n+Q-1}] \). Although (4) does not uniquely specify \( B_n \), (8) does. This relationship was independently derived in [18] and also exploited in the development of an adaptive blind equalizer.

The following theorem indicates that (in the absence of noise) the left null space of \( G_n \) is a \( d \)-dimensional space. Hence, there are only \( d \) linearly independent sequences from \( \Omega \) that are orthogonal to the columns of \( G_n \).

**Theorem 1:** The left null space of \( G_n \) is exactly \( d \)-dimensional.

**Proof:** See Appendix A.

This discussion suggests that the symbol sequences may be determined as the \( d \) sequences from \( \Omega \) that are orthogonal to the columns of \( G_n \). When noise is present, orthogonality between \( B_n \) and \( G_n \) is lost. However, estimates for \( s_n \) can still be obtained by solving

\[
\hat{s}_n = \arg \min_{s_n \in \Omega^d} \left\| \begin{bmatrix} s_{n-N+m}, \cdots, s_{n-1}, s_n \end{bmatrix} G_n \right\|_F^2
\]

This minimization is the basis of our recursive symbol estimation algorithm, which is summarized in Table I.

A procedure for initializing the algorithm is not specified in Table I. To be completely “blind” in the sense that both the channel and the symbol sequences are unknown, a block algorithm such as BSE [11], [12] must be used to obtain initial estimates for \( \hat{s}_1, \cdots, \hat{s}_{N-m} \). Then, we can proceed as above to estimate \( \hat{s}_{N-m+1}, \hat{s}_{N-m+2}, \cdots \). Alternatively, the availability of a few training symbols could circumvent the batch algorithms. Note that there is a \( Q = L + m - 1 \) symbol delay between receiving the data \( x_n \) and making a decision on \( s_n \). This delay is required for forming \( G_n = [G_n, \cdots, G_{n+Q-1}] \).

Steps 1 and 3 in the algorithm (see Table I) call for shifts. This simply amounts to throwing away old data and adding the new. For example, in the shift

\[
\lambda_n^{(m)} \leftarrow \lambda_{n+1}^{(m)} \rightarrow x_n
\]

the first column of \( \lambda_n^{(m)} \) is discarded, columns 2 through \( N - m + 1 \) are shifted left, and a new column that preserves the Hankel structure is constructed using the new data \( x_n \). The shift

\[
G_n \leftarrow G_{n-1}, G_{n+Q-1}
\]

is done in an obvious way.
When additive noise is present, $\Lambda_n^{(m)}$ does not have a null space. In practice, the SVD can be used to approximate $G_n$, but computing the full SVD is expensive. Fortunately, for the problem at hand, only the least dominant right singular vectors are needed. In the above recursive approach, the matrices $\Lambda_n^{(m)}$ and $\Lambda_n$ will be nearly the same since only one data vector $x_{n-N+m}$ has been discarded from $\Lambda_n^{(m)}$ and one new vector $x_{n+1}$ added. Hence, rather than recomputing the entire SVD at each new symbol period, it is desirable to perform an update/downdate operation. Several algorithms are available for this purpose but are still relatively expensive [19]–[22].

Two-sided (or complete) orthogonal decompositions have been used as substitutes for the SVD in least-squares problems [23]–[25]. Recently, rank revealing two-sided orthogonal URV and ULV decompositions have been introduced by Stewart [26], [27]. For our purposes, the main advantage of the URV over the SVD is that it allows for an efficient update and downdate. The up/downdating procedure requires time or on a linear array of processors. Procedures for updating and downdating the URV/ULV have been presented in [26]–[30]. The quality of the subspaces obtained from the URV/ULV decompositions is described in [31], and it is shown that the ULV yields a more accurate estimate of the null space than the URV . To date, none of the algorithms for computing two-sided orthogonal decompositions (including the SVD) can exploit Hankel or Toeplitz structure like that found in $\Lambda_n^{(m)}$.

### A. Benefits of Recursive Blind Symbol Estimation

Among the benefits of our recursive symbol estimator is the fact that the users separate automatically so that the symbols for each user may be estimated independently of one another. To see this, recall that the $d$ rows of $B_n = [\hat{s}_{n-N+m}, \ldots, \hat{s}_{n-1}, s_n]$ correspond to symbol sequences for each of the $d$ users, and note that (9) represents a $d$-dimensional search that requires $J^d$ evaluations to find the global minimum. However, using the property of the Frobenius norm

$$\left\| \begin{bmatrix} c_1 \\ \vdots \\ c_d \end{bmatrix} G \right\|_F^2 = \sum_{i=1}^d |c_i G_{i}\|_2^2$$

where the $c_i$ are row vectors and $G$ is a matrix, (9) is equivalent to $d$ scalar minimizations

$$\hat{s}_n = \arg\min_{s_n \in \mathbb{C}^d} \left\| s_{n-N+m}, \ldots, s_{n-1}, s_n \right\|_F^2$$

where $i = 1, 2, \ldots, d$ and $\hat{b}_i^n$ is the $i$th row of $B_n$ without the last element. In the remainder of the paper, we refer to the equivalence between (9) and (10) as the source separation property and call (10) the RBSE cost function. The $d$-dimensional minimization in (9), requiring $J^d$ evaluations, reduces to $d$ scalar minimizations in (10), each requiring $J$ evaluations. Thus, the computational load has been reduced from $O(J^d)$ to $O(dJ)$. To exploit the source separation property in the RBSE algorithm in Table I, simply replace the $d$-dimensional enumeration in Step 4 with $1$-D searches in (10). Next, we show that the enumeration in (10) is unnecessary in some cases.

An alternative ad hoc approach to minimizing (10) would be to relax the finite alphabet constraint and find a (closed-form) least-squares solution, followed by a projection to the nearest points in the symbol constellation. The ILSP approach [13] is an example of such a method. Partition $G_n$ as

$$G_n = \begin{bmatrix} A_n \\ z_n \end{bmatrix} \leftarrow \text{first N-m rows}$$

$$z_n \leftarrow \text{last row}.$$ 

Then, the least-squares estimate of $\hat{s}_n^i$ is

$$\hat{s}_n^i = -\frac{1}{\|z_n^i\|_2} A_n^t z_n^i = -\hat{b}_i^n A_n \hat{z}_n^i$$

(11)

where $z_n^i = z_n^i/\|z_n^i\|_2$, and $\hat{s}_n^i$ is a hard decision based on $\hat{s}_n^i$. This least-squares approach followed by a projection onto the alphabet $\Omega$ turns out to be equivalent to the 1-D search implied by (10) for any alphabet. For a proof of this, see Appendix B. Hence, optimal [in the sense of (10)] decisions about $\hat{s}_n^i$ can be made by simple decision rules based on $\hat{s}_n^i$. For example, for the BPSK case, we have

$$\hat{s}_n^i = \begin{cases} +1, & \text{if } \Re \{\hat{s}_n^i\} < 0 \\ -1, & \text{if } \Re \{\hat{s}_n^i\} \geq 0. \end{cases}$$

For 16-QAM, compute $\hat{s}_n^i$ as above, and then, decide

$$\Re \{\hat{s}_n^i\} = \begin{cases} +3, & \text{if } \Re \{\hat{s}_n^i\} < -2 \\ +1, & \text{if } -2 \leq \Re \{\hat{s}_n^i\} < 0 \\ -1, & \text{if } 0 \leq \Re \{\hat{s}_n^i\} < 2 \\ -3, & \text{if } 2 \leq \Re \{\hat{s}_n^i\}. \end{cases}$$

The decisions for $\Im \{\hat{s}_n^i\}$ are the same as above with $-\Im \{\cdot\}$ replacing $\Re \{\cdot\}$ on the right. The decision rules given above take $\hat{s}_n^i$ to be the element of the alphabet closest to the least-squares estimate $\hat{s}_n^i$. Decision rules such as those above can provide a significant computational savings over enumeration, especially for large alphabets. A block diagram representation of the algorithm is given in Fig. 2.
B. Unknown or Mismatched Channel Lengths

We have assumed that all the channels have lengths equal to \( L \) symbol periods. However, in practice, it is difficult to determine the channel length \( L \) precisely. Furthermore, channels corresponding to different users may have different lengths. Both van der Veen [12] and Liu [32] give methods to compensate for unequal but known channel lengths in the block approach to blind symbol estimation. Next, we consider how to apply the recursive algorithm when channel lengths are unequal.

Recall that the recursive algorithm is based on the fact that the symbol sequence
\[
[s_{n-N+m}^t, \ldots, s_{n-1}^t, s_n^t]
\]
is orthogonal to the columns of
\[
G_n = [G_n, \ldots, G_{n+L+m-2}]
\]
for each user \( i = 1, \ldots, d \). Consider the case where the channel for the \( \hat{i} \)th user has length \( L_{\hat{i}} < L \). In this case, the sequence (12) is only orthogonal to a subset of the columns of \( G_n \) given by
\[
G_n^{(L_{\hat{i}})} = [G_n, \ldots, G_{n+L_{\hat{i}}+m-2}].
\]
Hence, to use channel length information about individual users in the RBSE, we simply replace \( G_n \) by \( G_n^{(L_{\hat{i}})} \) in (10). Furthermore, note that the sequence (12) is orthogonal to \( G_n^{(L_{\hat{i}})} \) for any \( L_{\hat{i}} \leq L_{\hat{i}} \). Therefore, in applying recursive symbol estimation, we require that the channel length estimate for the \( \hat{i} \)th user not be overestimated and be large enough so that \( G_n^{(L_{\hat{i}})} \) has more columns than rows, i.e., so that \( G_n^{(L_{\hat{i}})} \) is wide.

Communication channel impulse responses may have multiple peaks and long tails. For this reason, channel length is an ill-defined quantity. In practice, it is useful to choose \( L \) large enough to capture most of the channel response for the user with the longest channel, i.e., \( L \geq \max_{i=1, \ldots, d} L_i \). In doing so, the channel matrix \( H^{(m)} \) may become ill conditioned. Notice the effect of overestimating \( L \) on the dimension of the null space of \( X^{(m)} \)

\[
\text{dim null}(X^{(m)}) = N - m + 1 - d(L + m - 1),
\]
Overestimating \( L \) simply leads to fewer columns in \( G_n \), and does not present a problem in applying the recursive algorithm as long as \( G_n^{(L_{\hat{i}})} \) is wide. This discussion leads to the following two observations in applying the recursive algorithm:

(O1) It is better to overestimate rather than underestimate \( L \) in computing the null matrix \( G_n \).

(O2) It is better to underestimate, rather than overestimate, \( L_{\hat{i}} \) for computing the estimate \( s_n^t \).

The use of these rules is illustrated in the following example.

A channel with \( L = 4 \) symbol periods was driven by a BPSK source. The outputs of an \( M = 4 \) element array were oversampled by a factor of \( P = 2 \). The data matrices were constructed with \( N = 30 \) consecutive symbols, and no stacking \( (m = 1) \) was employed. A random complex matrix \( MP \times L \) matrix was used as the channel matrix, and \( 10^5 \) data points were collected with a signal to noise ratio (SNR) of 2 dB. The same data set was processed by the RBSE algorithm several times, each time using different channel length information. The channel length \( L_{\text{alg}} \) was assumed in determining the number of right singular vectors of \( X^{(m)} \) used to form \( G_n \), that is, \( G_n \) had \( N = m + 1 - d(L_{\text{alg}} + m - 1) \) columns. The channel length used for computing the symbol estimates is denoted by \( L_1 \), and \( G_n^{(L_1)} \) was used in the RBSE cost function instead of \( G_n \). Note that \( L_1 \) cannot be greater than \( L_{\text{alg}} \). The purpose of this example is to evaluate the performance of RBSE for various choices of \( (L_{\text{alg}}, L_1) \). To illustrate the validity of (O1), the data was processed with \( L_{\text{alg}} = 2, 3, 4, 5 \) in RBSE. The four cases represented here are:

1. channel length underestimation \( L_{\text{alg}} = 2 \);
2. channel length underestimation \( L_{\text{alg}} = 3 \);
3. correct estimation \( L_{\text{alg}} = 4 \);
4. overestimation \( L_{\text{alg}} = 5 \).

For each value of \( L_{\text{alg}} \), \( L_1 \) took on all integer values between 2 and \( L_{\text{alg}} \). For \( L_1 < L = 4 \), the channel is underestimated, \( L_1 = 4 \) is correctly estimated, and \( L_1 > 4 \) is overestimated. A plot of the bit error rate (BER) versus \( L_1 \) appears in Fig. 3. First note that the BER is large when (O1) is violated (\( L_{\text{alg}} = 2, 3 \) curves). Additionally, it appears that worse violations of (O1) (lower values of \( L_{\text{alg}} \)) lead to higher BER. The \( L_{\text{alg}} = 4, 5 \) curves show that when (O1) is satisfied, then good BER performance is achieved, provided (O2) is not violated. The performance is almost the same when \( L_{\text{alg}} \) is overestimated as when it is correctly estimated, provided \( L_1 \) is not underestimated. This evidence suggests the validity of (O1) and (O2).

IV. RECURSIVE BLIND ESTIMATION OF CODED SEQUENCES

In this section, we study the equalization problem in situations where the cochannel signals are encoded prior to transmission. Coding increases the effective “distance” between two symbol sequences, and exploiting this information in the recursive blind equalizer should improve its performance. There are several coding schemes that could be considered. In the discussion below, we will restrict attention to convolutional codes.

A. Convolutional Coding

For simplicity, we consider a rate one half binary convolutional code with \( \nu \) memory elements. Here, interdependencies between the transmitted bits are introduced at the transmitter by the pair of mappings
\[
[s_{2n}, s_{2n+1}] = f(\sigma_n, \sigma_n) \quad \sigma_{n+1} = e(\sigma_n, \sigma_n)
\]
where
- \( s_{2n}, s_{2n+1} \) are the encoded bits to be transmitted over the channel during the \( n \)th symbol period;
- \( \sigma_n \) is the convolutional encoder input at time \( n \);
- \( \sigma_n = (\sigma_{n-1}, \ldots, \sigma_{n-\nu}) \) represents the present state of the encoder at time \( n \).
Fig. 3. BER performance of RBSE for various $\{L_{\text{det}}, L_1\}$.

- $\sigma_{n+1} = (\sigma_{n}, \cdots, \sigma_{n-\nu+1})$ represents the next state of the encoder.

The convolutional encoder is a multirate system since the outputs are produced at twice the rate of the input. We have referenced the time indexing with respect to the information source that generates the bits.

The map $F(\cdot, \cdot)$ encodes input information bits into output channel bits. For a linear convolutional code [e.g., Fig. 4(a)], $F(\cdot, \cdot)$ is linear, and the map $E(\cdot, \cdot)$ from present state to next state given the input is simply a shift. There are a total of $2^\nu$ states. Because of $F(\cdot, \cdot)$, not every transition between two states is possible, and hence, not every sequence of symbols is possible. Effectively, $E(\cdot, \cdot)$ increases the distance between feasible symbol sequences.

The map $E(\cdot, \cdot)$ defining the state transitions can be expanded graphically into a trellis, e.g., Fig. 4(b). As time advances, the transmitter state traces out a single trajectory through the trellis, and the goal of the receiver is to determine this trajectory. To do so, the receiver considers all possible paths through the trellis. Each trellis stage consists of the set of all possible transmitter states at time $n$ and the set of possible next states at time $n+1$.

B. The Viterbi Algorithm

The Viterbi algorithm (VA) is a procedure for choosing the surviving path with lowest cost among all the paths through the trellis that merge in a particular state at time $n + 1$. Corresponding to the $j$th state $\sigma^j_n$, $j = 1, \cdots, 2^\nu$ at time $n$ is the pair $(\Gamma^j_n, \{s^j_i\})$, where

- $\Gamma^j_n$ is the minimum accumulated cost associated with all paths leading to state $\sigma^j_n$ at time $n$;
- $\{s^j_i\}, i = 2n - N + m, \cdots, 2n - 1$ is the sequence of channel symbols leading to the state $\sigma^j_n$ at time $n$, which minimizes $\Gamma^j_n$.

Corresponding to the branch connecting state $\sigma^j_n$ to state $\sigma^{j+1}_n$, the triple

$$ (\sigma^j_n, s^j_{2n}, s^j_{2n+1}, \delta^j_n) $$

(13)

was transmitted. At the receiver, we can test the validity of this hypothesis using the pair (14) together with the symbol sequence that survived at state $\sigma^{j+1}_n$ at time $n$. If a channel estimate was known, then the most likely pair (14) would minimize

$$ \left\| x_n - \sum_{i=0}^{L-1} H \mathbf{s}_{n-i} \right\|^2_F $$

(15)

which is the branch metric in the standard approach to maximum likelihood sequence estimation (MLSE) [33]. As illustrated in (15), both previous symbol decisions and a channel estimate are required in order to evaluate the MLSE branch metric. This leads to a large trellis that grows exponentially with the number of users $d$ and the channel length $L$.

C. Modified VA for RBSE

The focus of this paper is on direct blind symbol estimation without the need for explicit channel estimates. Hence, the MLSE branch metric (15) is not applicable. In order to use the VA, we need a branch metric that does not require a channel estimate. In this case, the RBSE cost function (10) is a natural choice since it does not require a channel estimate, and it can be applied one user at a time. This leads to $d$ small trellises whose complexity is fixed by the code and independent of the channel length. Consider the following channel-independent metric:

$$ \delta^j_n = \left\| \bar{s}^j_{2n-2N+m+1}, \cdots, \bar{s}^j_{2n-1}, s^j_{2n}, s^j_{2n+1} || g_{2n+1} ||^2 \right\| $$

(16)

This metric measures the orthogonality between a hypothesized sequence and the columns of $G^{2n+1}$. According to (8), in the absence of noise, the correct sequence will be orthogonal to $G^{2n+1}$ and will thus minimize the branch metric. If the branch metric in (16) is the smallest among all branches that merge at state $\sigma^j_{n+1}$, then we decide that the pair (14) was actually transmitted and append it to the sequence that survived at state $\sigma^j_n$. Note that because of the trellis, it is not necessary to test every possible
TABLE II
RECURSIVE SYMBOL ESTIMATION ALGORITHM FOR CONVOLUTIONALLY ENCODED SIGNALS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q</td>
<td>( L + m - 1 )</td>
</tr>
<tr>
<td>Inputs</td>
<td>( x^{(m)}<em>1, x^{(m)}<em>2, \ldots, x^{(m)}</em>{2n-1}, \ldots, x^{(m)}</em>{2n-2m+1}, x^{(m)}_{2n-1} )</td>
</tr>
<tr>
<td>Stored from previous iteration</td>
<td>( y^{(m)}<em>1, y^{(m)}<em>2, \ldots, y^{(m)}</em>{2n-1}, \ldots, y^{(m)}</em>{2n-2m+1}, y^{(m)}_{2n-1} )</td>
</tr>
<tr>
<td>Previous decisions for each user and each state</td>
<td>( s^{(m)}<em>{2n-1}, \ldots, s^{(m)}</em>{2n-2m+1}, s^{(m)}_{2n-1} )</td>
</tr>
</tbody>
</table>

**Outputs**

| Symbol estimates for each user | \( s^{(m)}_{2n-1}, \ldots, s^{(m)}_{2n-2m+1}, s^{(m)}_{2n-1} \) |

**Steps**

1. For \( i = 0, 1, \ldots \), do
   (a) Shift \( x^{(m)}_{2n-1}, \ldots, x^{(m)}_{2n-2m+1}, x^{(m)}_{2n-1} \) to \( x^{(m)}_1, \ldots, x^{(m)}_{2n-1}, x^{(m)}_{2n-2m+1} \).
   (b) Compute \( G^{(m)}_{2n-2m+1} \) such that \( x^{(m)}_{2n-1}, G^{(m)}_{2n-2m+1} = 0 \).
   (c) Shift \( G^{(m)}_{2n-2m+1} \) to \( G^{(m)}_1, G^{(m)}_2, \ldots, G^{(m)}_{2n-2m+1} \).
   (d) Compute branch metrics according to (10) for each user:
   \( \delta^{(m)}_k \) for \( k = 1, \ldots, 2^n \), \( k = b_k, b_{k+1} \).
2. Choose survivors at each next state for each user:
   \( \Gamma^{(m)}_{k+1} = \min_{j/2n-1 \leq j < 2n-1} \left\{ \delta^{(m)}_j + \delta^{(m)}_k \right\} \) for \( k = 1, \ldots, 2^n \).
   \( j_k = \arg \min_{j/2n-1 \leq j < 2n-1} \left\{ \delta^{(m)}_j + \delta^{(m)}_k \right\} \) for \( k = 1, \ldots, 2^n \).
3. Update survivor sequences at each state for each user:
   \( \left( \hat{a}_k, \hat{b}_k \right) = \left( \hat{a}_k, \hat{b}_k \right) \) for \( k = 1, \ldots, 2^n \).
4. Output decisions for each user:
   \( \eta = \arg \min_{k/2n-1 \leq k < 2n-1} \Gamma^{(m)}_{k+1} \).
   \( \left( \hat{a}_{2n-1}, \hat{b}_{2n-1} \right) = \left( \hat{a}_{2n-1}, \hat{b}_{2n-1} \right) \) for \( k = 1, \ldots, 2^n \).

Moving from time \( n \) to \( n + 1 \) is thus a deterministic procedure using the symbols labeling each branch. We summarize the algorithm in Table II. This algorithm is novel in the sense that it combines decoding and equalization of multiple convolutionally encoded cochannel signals all into one operation.

The parameters \( k_1, k_2 \) in Step 2 are the indices of the states that follow state \( s^{(m)}_n \). Similarly, the parameters \( j_1, j_2 \) in Step 3 are the indices of the states that precede state \( s^{(m)}_{n+1} \). The \( j \) in Step 4 is the index of the previous state that survives at state \( k \). Finally, \( \eta \) in Step 5 is the index of the state at time \( n + 1 \), which has the lowest cost \( \Gamma^{(m)}_{n+1} \). Symbol decisions for each user are made using the sequence terminating in state \( s^{(m)}_{2n+1} \).

Once \( G^{(m)}_{2n-1} \) and \( G^{(m)}_{2n+1} \) are computed (Step 1), all the computations associated with each user are independent of one another (Steps 2–5). Therefore, they may be carried out on a bank of \( d \) parallel processors. Thus, the fact that the users separate provides a major computational advantage to our algorithm over approaches where a single large trellis holds information for all the users together. The number of states in the MLSE trellis is \( J^{(L-1)} \), whereas the total number of states in the new approach is \( d^n P \).

**V. SIMULATIONS**

In the first example, we simulate samples from an \( M = 4 \) element uniform linear array by passing a random BPSK sequence through a three-ray multipath channel. The symbols were pulse shaped using a raised cosine pulse with a roll-off factor of 0.1 and were oversampled by a factor of \( P = 2 \). The angles of arrival were \(-72.9547, 10.3021, 12.6954\) with respect to the array broadside, the time delays were \( 0, 0.1592, 1.1302 \) symbol periods, and the complex gain factors were \( 0.8087 + 0.0624i, 0.5913 - 0.1689i, -0.1692 + 1.2020i \). All these values were chosen at random. A GSM style frame was used that consisted of 26 known training symbols followed by 58 unknown symbols. The training symbols were used to initialize the algorithm described in Section III. In these simulations, we set the parameters \( m = 9 \) and \( L = 5 \). The bit error rates achieved by the algorithm versus SNR are shown in Fig. 5. These BER’s were calculated by averaging over 100,000 symbols. Fig. 6 shows results (solid lines) for a two-user scenario. For comparison, the figures also show (dotted lines) the BER for a minimum mean square error (MMSE) equalizer. The MMSE equalizer implemented here is a one-tap spatio-temporal filter and is estimated using a \( 10^3 \) sample training sequence. In the single-user case, note the steepness of the slope of the BER curve. The BER decreases from 50% errors at 4 dB to \( 3 \times 10^{-5} \) at 6 dB. This sudden change in BER is also observed in the two-user case. In the two-user case, note that the BER for the second user decreases below the BER for the same user in the MMSE equalizer.

To evaluate the relative performance of RBSE with and without use of the convolutional code structure, the following
simulations were performed. A random complex $MP \times dL$ matrix was used to represent the channel. We assumed that $M = 4$ array elements were oversampled by $P = 2$ and that the channel spanned $L = 5$ symbol periods. The symbols were drawn at random from a BPSK alphabet. In the first simulation, the algorithms' dependence on the data window length $N$ is evaluated. A single source was used with $N = 30, 60$, and $90$. To test RBSE without coding, a random $\pm 1$ sequence was passed through the channel. To test RBSE with the convolutional code (which is denoted CONV-RBSE in the figures), the convolutional encoder shown in Fig. 4 was used to encode the information bits, and the binary encoder outputs were converted to channel symbols.

The same channel matrix was used in all simulations and was normalized to have unit Frobenius norm. The signal-to-noise ratio is then defined by $\text{SNR} = 10 \log_{10}(1/MP\sigma^2)$, where $\sigma^2$ is the noise variance. Fig. 7 shows plots of bit error rates versus SNR for each value of $N$.

As expected, the performance of RBSE with or without coding improves as the window length increases. As $N$ increases, the null matrix $G_n$ becomes wider, and more noise averaging takes place in computing the symbol estimates $\hat{x}_n$. However, increasing $N$ beyond a certain limit increases the computational load with diminishing performance gains. For example, the difference between bit error rates for $N = 60$ and $N = 90$ is not as dramatic as the difference for $N = 30$ and $N = 60$. In addition, note the significant performance improvement that results when coding is exploited.

A second simulation was conducted to evaluate the algorithms’ performance for one and two users. For the two-user case, the submatrix of the channel matrix corresponding to each user was normalized to have unit Frobenius norm so that each user had the specified SNR. For the one- and two-user simulations, we fixed the number of columns of $G_n$ to be 20 by changing $N$ as necessary. For $d = 1$, this led to $N = 29$, and for $d = 2$, $N = 36$. Fig. 8 shows BER plots for each case.

In the simulations conducted, CONV-RBSE achieves the same BER as RBSE with 4 to 6 dB less SNR at all useful bit error rates. From another viewpoint, for a fixed SNR, CONV-RBSE has bit error rates that are several orders of magnitude lower than RBSE. These results suggest that exploiting code structure in the equalizer can give a significant performance improvement. Note also the presence of a sharp performance threshold for CONV-RBSE as the SNR decreases. For the single-user case, CONV-RBSE decreases from $10^{-1}$ BER to $10^{-5}$ BER with only a 3-dB change in SNR. For two users, the effect is even more pronounced. This sharp drop in performance at low SNR is probably due to the correct path not being chosen at any state in the VA.
VI. CONCLUSIONS

In this paper, a recursive blind equalizer was derived that estimates cochannel symbol sequences directly without an explicit channel estimate. The principle benefit of this approach is that the users separate and can be estimated independently of one another. Efficient methods for up and downdating rank revealing matrix decompositions lead to an efficient implementation. The source separation property allows channel-length information to be used separately for each user. Hence, problems associated with unknown and mismatched channel lengths are overcome.

Because of the recursive nature of the algorithm and the source separation property, the recursive blind equalizer is easily modified to exploit convolutional code structure in the source sequences. Simulations demonstrated a significant performance improvement when the code structure was incorporated into the equalizer.

APPENDIX A

PROOF OF THEOREM 2

Lemma 1: Let \( \mathcal{X}^{(m)}_{n+\hat{r}} = \mathcal{H}^{(m)} \mathcal{S}^{(m)}_{n+\hat{r}} \) where \( \mathcal{H}^{(m)} \) and \( \mathcal{S}^{(m)}_{n+\hat{r}} \) have full column and row rank, respectively. Let \( \mathcal{G}^{(s)}_n = [\mathcal{G}_n \ldots \mathcal{G}_{n+i-1}] \) where the \( \mathcal{G}_n = N - m + 1 - d(L + m - 1) \) columns of \( \mathcal{G}^{(s)}_n \) span the null space of \( \mathcal{X}^{(m)}_{n+\hat{r}} \). Then

\[
\text{rank}(\mathcal{G}^{(s)}_n) = \mathcal{C}_G + (i-1)d
\]

for \( i = 1, \ldots, Q \).

Proof: \( \mathcal{G}^{(s)}_n \) is a \((N-m+1) \times \mathcal{C}_G \) matrix, where \( \mathcal{C}_G = N - m + 1 - d(L + m - 1) \) with full column rank. The \( i = 1 \) case is trivial. Consider the \( i = 2 \) case. We want to show \( \text{rank}(\mathcal{G}^{(s)}_n \mathcal{G}^{(s)}_{n+1}) = \mathcal{C}_G + d \). We know that

\[
\text{rank}(\mathcal{G}^{(s)}_n \mathcal{G}^{(s)}_{n+1}) = \text{dim}\{\text{span}(\mathcal{G}^{(s)}_n) \cup \text{span}(\mathcal{G}^{(s)}_{n+1})\}
\]

\[
= \text{dim}\{\text{span}(\mathcal{G}^{(s)}_n)\} + \text{dim}\{\text{span}(\mathcal{G}^{(s)}_{n+1})\} - \text{dim}\{\text{span}(\mathcal{G}^{(s)}_n) \cap \text{span}(\mathcal{G}^{(s)}_{n+1})\}
\]

\[
= 2 \mathcal{C}_G - \text{dim}\{\text{span}(\mathcal{G}^{(s)}_n) \cap \text{span}(\mathcal{G}^{(s)}_{n+1})\}
\]

(17)

Let \( \mathcal{N}_i = N + 1 \) and \( m_1 = m + 1 \), and form a new matrix \( \mathcal{X}^{(m_1)}_{n+\hat{r}} \) with the same block Hankel structure as \( \mathcal{X}^{(m)}_{n+\hat{r}} \), but stack \( m_1 \) times instead of \( m \). \( \mathcal{X}^{(m_1)}_{n+\hat{r}} \) has dimensions \((m_1 \cdot MP) \times (N_1 - m_1 + 1) = ((m + 1) \cdot MP) \times (N - m + 1) \). The \( \mathcal{X}^{(m_1)}_{n+\hat{r}} \) has the same number of columns as \( \mathcal{X}^{(m)}_{n+\hat{r}} \) but has one more block row. Note that \( \mathcal{X}^{(m)}_{n+\hat{r}} \) contains \( \mathcal{X}^{(m)}_{n+\hat{r}+1} \) as submatrices in its first and last \( m_1 \) blocks, respectively. Stacking in this way, we have \( \mathcal{X}^{(m_1)}_{n+\hat{r}} = \mathcal{H}^{(m_1)} \mathcal{S}^{(m_1)}_{n+\hat{r}} \), where \( \mathcal{H}^{(m_1)} \) still has full column rank. Then, \( \mathcal{X}^{(m_1)}_{n+\hat{r}} \) has rank \( d(L + m_1 - 1) = d(L + m - 1) + d \) and null(\( \mathcal{X}^{(m_1)}_{n+\hat{r}} \)) = null(\( \mathcal{S}^{(m_1)}_{n+\hat{r}} \)).

Let the \( N - m + 1 - d(L + m - 1) = \mathcal{C}_G + d \) columns of \( \mathcal{G}^{(m_1)}_{n+\hat{r}} \) be a basis for the null space of \( \mathcal{X}^{(m_1)}_{n+\hat{r}} \). Then, \( \mathcal{G}^{(m_1)}_{n+\hat{r}} \) is a basis for the intersection of \( \text{null}(\mathcal{X}^{(m_1)}_{n+\hat{r}}) \) and \( \text{null}(\mathcal{X}^{(m_1)}_{n+\hat{r}+1}) \). Hence

\[
\text{dim}\{\text{span}(\mathcal{G}^{(m_1)}_{n+\hat{r}}) \cap \text{span}(\mathcal{G}^{(m_1)}_{n+\hat{r}+1})\} = \text{dim}\{\text{null}(\mathcal{X}^{(m_1)}_{n+\hat{r}}) \cap \text{null}(\mathcal{X}^{(m_1)}_{n+\hat{r}+1})\} = \text{rank}(\mathcal{G}^{(m_1)}_{n+\hat{r}}) = \mathcal{C}_G + d.
\]

Using this result in (17) leads to \( \text{rank}(\mathcal{G}^{(s)}_n \mathcal{G}^{(s)}_{n+1}) = \mathcal{C}_G + d \).

APPENDIX B

E NUMERATION IS EQUIVALENT TO LEAST-SQUARES AND PROJECTION

The RBSE cost function has the form

\[
J_0 = \left\| \begin{bmatrix} \hat{s} \\ \bar{s} \end{bmatrix} \begin{bmatrix} A^s \end{bmatrix} \right\|_2^2
= |s|^2 |\bar{s}|^2 - 2|s| |\bar{s}| \text{Re}\{s^* \bar{s}\} + bAA^s \bar{b}^s
\]

(18)

where \( \bar{s} \) is the least squares estimate of \( s \) given in (11) and accounts for the sign change of the middle term on the right-hand side of (18). The minimizing argument of \( J_0 \) in (18) does not change if we divide \( J_0 \) by the positive constant \( |\bar{s}|^2 \). This gives a new cost function

\[
J_1 = |s|^2 - 2 \text{Real}(s^* \bar{s}) + c
\]

where \( c = bAA^s \bar{b}^s / |\bar{s}|^2 \). Now, expand the cost function \( J_1 \) in terms of the real and imaginary parts of \( s \) and \( \bar{s} \)

\[
J_1 = s^2 + \bar{s}^2 - 2(s \bar{s} + \bar{s} \bar{s} + s \bar{s}) + c.
\]

Finally, after completing the square, we obtain

\[
J_1 = (s \bar{s} + s \bar{s})^2 - (s \bar{s} + s \bar{s})^2 + c - (s \bar{s} + s \bar{s}).
\]

Thus, we see that minimizing \( J_1 \) (which is equivalent to minimizing the RBSE cost function) is achieved by choosing the element of the symbol constellation that is closest in Euclidean distance to the least squares estimate \( \bar{s} \). This proof is general and holds for arbitrary symbol constellations.
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