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Abstract
This paper presents a new method for the identification of linear systems parameterized by state space models. The method relies on the concept of subspace fitting, in which the goal is to find a particular input/output data model parameterized by the state matrices that best fits, in the least-squares sense, the dominant subspace of the measured data. Central to this approach is the idea that a weighting may be applied to the observed dominant subspace in order to emphasize certain directions where the signal-to-noise ratio is highest. This has the advantage of making the algorithm robust to systems that are nearly unobservable, or to those whose state space has not been sufficiently excited. Some empirical results are included to validate the algorithm and illustrate its advantages over previous techniques. In addition to presenting the theory and implementation of the new method, this paper also illustrates some interesting connections between state space data models and those encountered in processing the signals received by an array of sensors.

1. Introduction

Research in the identification of linear, discrete-time systems has been dominated in recent years by work involving input/output system descriptions, including autoregressive (AR) and autoregressive moving-average (ARMA) data models and their various derivatives (e.g., [1, 2]). In these approaches, the input and output data are assumed to be related by a simple finite difference equation parameterized by a relatively small number of coefficients. Given a particular sequence of input data, the coefficients are typically estimated as those that minimize the squared-error difference between the predicted and measured system output. Algorithms based on this idea are consequently often referred to as prediction-error methods (PEMs).

Although linear state space models have become commonplace in estimation and control, they have not been widely used in identification. Implicitly, of course, AR- and ARMA-type models correspond directly with certain canonical state space realizations, and thus a PEM, for example, might be thought of as finding an appropriate state space model for the system. One of the goals of this paper is to demonstrate, however, that there are some important advantages in explicitly considering more general state space forms in identification.

Several early approaches to the general state space identification problem were based on examining the structure of a Hankel matrix composed of samples of the impulse response of the system. Ho and Kalman's algorithm [3], for example, addressed the associated realization problem, and exploited the shift structure of the Hankel matrix to determine the system's state matrices. Kung [4] later proposed a least-squares technique based on the singular value decomposition (SVD) of the Hankel matrix that was applicable when measurement noise was present. More recently, De Moor [5, 6] has developed a total-least-squares algorithm that exploits the same shift structure present in a certain input/output data model, and that allows arbitrary input excitations. Related methods have also been recently proposed by Moenem, et al.[7], and Verhaegen, et al.[8, 9].

The method presented in this paper also uses the shift structure in the input/output model of De Moor, but exploits it in a different way. The motivation for this new algorithm comes from some interesting connections linking the state space identification problem with sensor array signal processing. In particular, it is shown how the identification problem can be cast in the subspace fitting framework, where the goal is to find the input/output model which best fits (in the least-squares sense) the dominant subspace of the data. This approach has been successfully applied by Ottersten and Viberg in the context of narrowband direction-of-arrival (DOA) estimation [10, 11]. Of special interest is the fact that the dominant subspace can be weighted to emphasize certain directions in the so-called "signal" subspace where the signal-to-noise ratio is high. This weighting may potentially provide an advantage in cases involving nearly unobservable systems or an insufficiently excited state space.

In the next section, the data model assumed for this problem is introduced, and the similarities of this model with that of the DOA estimation problem are also elucidated. Section 3 partially describes the methods of De Moor and Verhaegen, and shows how they are related to the recently introduced DOA estimation algorithms referred to as ESPRIT [12, 13] and TAM [14]. The subspace fitting approach is then presented in Section 4, and the issue of subspace weighting and identifiability is discussed. A numerical example concludes the paper in Section 5.

2. An Input/Output Data Model

Consider the following multiple-input, multiple-output (MIMO) time-invariant linear system in state space form

\[ x_{k+1} = Ax_k + Bu_k, \]
\[ y_k = Cx_k + Du_k, \] (1)

where \( x_k \in \mathbb{R}^n \), \( u_k \in \mathbb{R}^m \), \( y_k \in \mathbb{R}^r \), and the system matrices \( A, B, C, D \) are of consistent dimension. If several observations of the input and output vectors are available, they may be grouped together into the single equation (e.g., see [5, 6])

\[ Y = GX + HU, \] (2)

---
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where

\[
Y = \begin{bmatrix}
Y_1 & Y_{1+1} & \cdots & Y_{1+j}
Y_1+1 & Y_{2} & \cdots & Y_{2+j}
\vdots & \vdots & \ddots & \vdots
Y_{k-1} & Y_1 & \cdots & Y_{k-j}
\end{bmatrix}
\]

\[
\Gamma = \begin{bmatrix}
C & CA & CA^2 & \cdots & CA^{k-1}
\end{bmatrix}
\]

\[
X = \begin{bmatrix}
x_{1} & x_{1+1} & \cdots & x_{1+j-1}
\end{bmatrix}
\]

\[
H = \begin{bmatrix}
D & 0 & 0 & \cdots & 0
CB & D & 0 & \cdots & 0
CAB & CB & D & \cdots & 0
\vdots & \vdots & \vdots & \ddots & \vdots
CA^{k-2}B & CA^{k-3}B & CA^{k-4}B & \cdots & D
\end{bmatrix}
\]

and where \(U\) is an \((m) x j\) block Hankel matrix constructed exactly as \(Y\), but containing samples of the input sequence. With measurement noise present, \(Y\) would be augmented by an \((l) x j\) matrix \(V\) containing the disturbance terms.

The observable subspace \(\mathcal{O}\) and the excited subspace \(\mathcal{E}\) are defined as

\[
\mathcal{O} = \text{span}(\Gamma^T) \subseteq \mathbb{F}^m
\]

\[
\mathcal{E} = \text{span}(X) \subseteq \mathbb{F}^r
\]

where \(\text{span}\) denotes the column space. The dimension of these subspaces will be denoted by \(n_o = \text{dim}(\mathcal{O})\) and \(n_e = \text{dim}(\mathcal{E})\), and that of their intersection by \(n_o = \text{dim}(\mathcal{O} \cap \mathcal{E})\). Note that in general \(n_o \geq \text{rank}(\Gamma)\). It is assumed that the block dimension \(i\) has been chosen large enough to ensure \(n_o = \text{rank}(\Gamma)\), i.e., the dimension \(i\) will be assumed to be at least as large as the observability index of the system. This will imply necessarily that \(i \geq n_o\).

2.1. Connections with Sensor Array Data

The method presented in this paper is based on certain similarities between the above data model and that usually assumed for (narrowband) data collected by an array of sensors. To be more precise, assume an \(m\)-element array of sensors, and suppose that the signals emitted by a narrowband energy sources impinge upon the array. The sensors could represent hydrophones on the ocean floor or towed behind a submarine, or they could be antenna elements in a phased-array radar. Figure 1 depicts a generic scenario for which \(m = 3\) and \(d = 2\). If we let \(g(\theta_j) \in \mathbb{C}^m\) be the (complex) array response to the \(i\)th signal, then the output of the array at time \(t\) is given by

\[
s(t) = G(\theta_j) s(t) + n(t),
\]

(3)

where \(s(t) \in \mathbb{C}^d\) is a vector containing the amplitude and phase of the signals at time \(t\), \(n(t)\) is additive noise, and

\[
G(\theta_j) \text{ def } [g(\theta_1) \cdots g(\theta_d)].
\]

If the output of the array is observed at, say, \(N\) time instants, equation (3) may be written as

\[
Z_N = G(\theta_j)S_N + N_N,
\]

(4)

where \(Z_N = [s(t_1) \cdots s(t_N)]\), and \(S_N\) and \(N_N\) are similarly defined.

The quantity \(\theta_j\) associated with each emitter is a vector which parameterizes the array response for that emitter; it could include such information as azimuth and elevation angles of arrival (commonly referred to as the direction-of-arrival or DOA), range, wavelength, polarization, or doppler shift of the signal. The set of all possible responses of the array is defined to be the set \(\mathcal{G} = \{g(\theta) : \theta \in \Theta\}\) for some region \(\Theta\) in the parameter space. This set is often referred to as the array manifold, and is assumed to be known, either analytically or via some calibration procedure, and to be unambiguous (i.e., any collection of \(d \leq m\) distinct vectors from \(\mathcal{G}\) is a linearly independent set). Note that if the array is unambiguous, and if no two signals are perfectly correlated (i.e., if \(\text{rank}(S_N) = d\)), then the signal part of the data, \(G(\theta_j)S_N\), will span a \(d\)-dimensional subspace of \(\mathbb{C}^m\). This subspace is often referred to as the signal subspace, and its orthogonal complement is referred to as the noise subspace.

With these definitions, the generic antenna array parameter estimation problem can be stated as follows:

*Given \(N\) observations \(s(t), t = 1, \ldots, N, \) from an antenna array, estimate the number of signals \(d\) impinging upon the array, the signal waveforms \(s(t), t = 1, \ldots, N, \) and the parameter matrix \(\theta_0 = [\theta_1 \cdots \theta_d]\) associated with the emitters.*

Many techniques have been developed over the years to tackle this problem. Of particular relevance to this paper is the class of subspace based methods which break the problem into the following two steps: obtain an estimate of the low rank signal subspace, and then find the parameters of the model that in some sense “best match” this estimated subspace.

To see how the linear system data model of (2) might be related to the DOA estimation problem, suppose \(j \geq m\) so that a non-trivial matrix \(U^\perp\) could be found satisfying \(UU^\perp = 0\). Then, with measurement noise \(V\) present, we have

\[
YU^\perp = IUXU^\perp + VU^\perp.
\]

(5)

With suitably large choices for \(i\) and \(j\) (to be made more specific in the next section), it is seen that equation (5) decomposes \(YU^\perp\) into the sum of a low rank “signal” term \(IUXU^\perp\) and a full rank “noise” term \(VU^\perp\).

Referring back to equation (4), and associating terms as follows:

\[
YU^\perp \leftrightarrow Z_N
\]

\[
\Gamma \leftrightarrow G(\theta_j)
\]

\[
XU^\perp \leftrightarrow S_N
\]

\[
VU^\perp \leftrightarrow N_N,
\]

it is clear that equation (5) is analogous to the data model for the narrowband sensor array problem. This observation
leads to some interesting and useful parallels that will be important later on. In particular, the signal subspace of \((\Omega)\) will be (nearly) rank deficient if:

1. \(\Gamma\) is (nearly) rank-deficient, i.e., if the system is not observable;
2. \(X\) is (nearly) rank-deficient, i.e., if the input \(U\) has not excited the full state space;
3. or if \(p(XU^{-1}) < p(X)\), i.e., if there has been a rank cancellation due to multiplication by \(U^{-1}\).

Thus, a weakly observable system corresponds to a near ambiguity in the array manifold, or a DOA estimation scenario involving two very closely spaced sources (i.e., \(G(\Theta_s)\) nearly rank deficient), while the problems of insufficient excitation and rank cancellation correspond to the coherent signal case (i.e., \(S_N\) nearly rank deficient). Given the similarity of the two models, one would suspect that similar algorithms could be applied to solve both problems. Sections 3 and 4 demonstrate that this is indeed the case.

3. Subspace Based Identification

Subspace based methods for state space identification break the problem into three fundamental steps:

1. Estimate the Low Rank Subspace: From the input/output data \(U\) and \(Y\) in equation (2), find a subspace that approximately spans the columns of \(\Gamma\).
2. Estimate \(A\) and \(C\): Using the approximate shift invariant structure of this subspace, estimate the system matrices \(A\) and \(C\).
3. Solve for \(B\) and \(D\): Using the structure of \(H\) and, either the estimates of \(A\) and \(C\) or the estimated low rank subspace, solve a set of linear equations for the matrices \(B\) and \(D\).

The discussion below will focus on steps 1 and 2, and a description of step 3 will not be included. The interested reader may find such a description, for example, in the thesis of De Moor [5].

3.1. Estimating the Low Rank Subspace

Two methods have been proposed for estimating the signal subspace of equations (2) and (5). They are the method of De Moor, et al. [5, 6], and the MOESP approach of Verhaegen, et al. [8, 9]. Although these two techniques have been shown to yield essentially identical results [15], we briefly describe them both below.

In De Moor's algorithm, it is assumed that the matrix \(U^{-1}\) in equation (6) can be found. The existence of such a non-trivial \(U^{-1}\) requires \(j \geq mi + n\), but since \(YU^{-1}\) must be at least rank \(n\), it is usually assumed that \(j \geq mi + n\). Provided the covariance \(\Sigma = E(\{YU^{-1})\}^2)\) is known, and provided \(XU^{-1}\) is rank \(n\), a set of vectors that approximately spans the same space as \(\Gamma\) can be found from the generalised eigen-decomposition of the pair \((R_{YU^{-1}}, Z)\), where

\[ R_{YU^{-1}} = (YU^{-1})(YU^{-1})^T. \]

For example, if \(E_s\) denotes the \(n\) eigenvectors corresponding to the \(n\) largest generalised eigenvalues of \((R_{YU^{-1}}, Z)\), then in the limit as \(j \to \infty\),

\[ E_s = \Gamma T \]

for some full rank \(n \times n\) matrix \(T\).

The MOESP approach assumes that the state at time \(k\) is independent of the input from time \(k + 1\). Consequently, \(XU^{-1} = 0\) as \(j \to \infty\), and hence

\[ \lim_{j \to \infty} (\Gamma X)(\Gamma U)^{-1} = 0. \]

Thus, the two components of the sum for \(Y\) in equation (2) are asymptotically orthogonal, and the row space of \(Y\) may be approximately (for finite \(j\)) decomposed as follows (assuming measurement noise is present):

\[ \text{span}(Y + U + V^T) = \text{span}(\{HU^T\}) + \text{span}(P_{12}^j(\Gamma X + V)^T) \]

Under the above assumption, it is easily seen that the LQ decomposition

\[ (U, \begin{bmatrix} L_{11} & 0 \\ L_{21} & L_{22} \end{bmatrix} Q_T^T), \]

leads to

\[ L_{22}Q_T^T = \Gamma X + VP_{12}^j, \]

where \(P_{12}^j\) is the \(j \times j\) projection onto the orthogonal complement of the row space of \(U\). Provided the covariance \(\Sigma = E(\{VU^{-1})\}^2)\) is known and \(X\) is full rank, a set of vectors that spans the column space of \(\Gamma\) may be obtained from the generalised eigen-decomposition of \((L_{22}L_{22}^T, \Sigma)\) as above.

Note that in both of the above approaches, the covariance \(\Sigma\) can be ignored in situations where the input \(U\) is persistently exciting [1], the measurement noise is white, and \(j\) is sufficiently large [15]. How large \(j\) has to be will depend on the magnitude of the noise. By "ignoring" \(\Sigma\), we mean that it can be assumed to be a scaled identity matrix, and the generalised eigendecompositions above can be replaced by simple eigen-decompositions. In such cases, one may equivalently choose to perform an SVD on \(YU^{-1}\) or \(L_{22}\) directly.

3.2. Estimating the System Matrices

Once a collection of vectors \(E_s\) spanning the column space of \(\Gamma\) has been found, the special shift invariance inherent in this subspace may be exploited to estimate the system matrices \(A\) and \(C\). If \(E_s\) is partitioned into the \(i \times n\) blocks \(E_s = [E_{1}, E_{2}, \ldots, E_{i-1}]^T\), this shift invariant structure is illustrated by the equation

\[ E_s = [E_0, E_1, E_2, \ldots, E_{i-1}] = \begin{bmatrix} C & CA^2 & \ldots & CA^{i-1} \end{bmatrix} T, \]

where \(T\) is a full-rank \(n \times n\) matrix. Since in practice we must work with finite \(j\), this relationship cannot be directly exploited to obtain the matrices \(A\) and \(C\). Consequently, only an estimate \(\tilde{E}_s\) of the low rank subspace is available, equation (6) will not hold exactly, and an estimation procedure is required to determine \(A\) and \(C\).

The first approach to this estimation problem is originally due to Kung [4], and has recently been extended by De Moor et al. [5, 6]. The basis of this method is the observation that

\[ E_j = B^jT^{-j}A^j, \]

where \(B^j\) and \(E^j\) are just shifted versions of the spanning set \(E^j\):

\[ E^j = \begin{bmatrix} E_0 ^j \\ E_1 ^j \\ E_2 ^j \end{bmatrix} \quad \text{and} \quad E^j = \begin{bmatrix} E_0 \\ E_1 \\ E_2 \end{bmatrix} \]

Since the system matrix \(A\) can only be identified up to a similarity transformation (or state coordinate transformation), \(E^j\) and \(E^j\) are related by a viable candidate \(\tilde{A} = T^{-j}A^j\) for the state matrix of the identified system. The particular transformation \(T\) depends on how \(E^j\) was obtained.
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Due to the finite observation interval, only the estimates $\hat{\mathbf{E}}_1$ and $\hat{\mathbf{E}}_1^\dagger$ are available. The least-squares (LS) approach of Kung was simply to set $\hat{\mathbf{C}} = \hat{\mathbf{E}}_0$ and estimate $\hat{\mathbf{A}}$ using a least-squares fit:

$$\hat{\mathbf{A}} = (\hat{\mathbf{E}}_1^T \hat{\mathbf{E}}_1)^{-1} \hat{\mathbf{E}}_1^T \hat{\mathbf{E}}_1.\) 

De Moor later observed that since $\hat{\mathbf{E}}_1$ and $\hat{\mathbf{E}}_1^\dagger$ were both in error, a total least-squares (TLS) estimate [16] of $\hat{\mathbf{A}}$ is more appropriate. The TLS estimate of $\hat{\mathbf{A}}$ is given by the product $-Q_{11}^{-1}Q_{22}$ defined in the SVD

$$[\hat{\mathbf{E}}_1^T \hat{\mathbf{E}}_1]^{-1} \hat{\mathbf{E}}_1^T \hat{\mathbf{E}}_1.\) 

(8)

Both the LS and TLS approaches described above are closely related to the LS and TLS versions of the ESPRIT algorithm of Roy, Paulraj, and Kailath [12, 13].

While these techniques are straightforward and simple to implement, they treat information from all dimensions of the low rank subspace equally — including the information from less reliable dimensions where the signal contribution is small. The next section describes a subspace fitting technique, similar to the WSP algorithm of Ottersten and Viberg [10, 11] that allows the subspace to be weighted in order to reduce variability in the parameter estimates due to ill-conditioning.

4. Weighted Subspace Fitting

It can be shown [10, 17] that the TLS estimate of $\hat{\mathbf{A}}$ obtained from (8) is equivalent to the estimate obtained from the following subspace fitting minimization problem:

$$\hat{\mathbf{A}} = \arg \min_{\mathbf{A},\mathbf{E}_1,\mathbf{T}} \left\| \begin{bmatrix} \mathbf{E}_1 \\ \mathbf{E}_1^\dagger \end{bmatrix} \right\|_F^2.\) 

(9)

In this minimization, the matrices $\mathbf{E}_1$ and $\mathbf{E}_1^\dagger$ are estimated as those that, in the least-squares sense, most closely fit the shift invariant structure of the estimated subspace. This fact, coupled with equation (6), suggests that the more general subspace fitting problem below be considered:

$$\hat{\mathbf{C}}, \hat{\mathbf{A}} = \arg \min_{\mathbf{A},\mathbf{C},\mathbf{T}} \left\| \begin{bmatrix} \mathbf{E}_0 \\ \mathbf{E}_1 \\ \mathbf{E}_2 \\ \vdots \\ \mathbf{E}_{n-1} \end{bmatrix} \right\|_W^{1/2} - \begin{bmatrix} \mathbf{C} \\ \mathbf{C} \mathbf{A} \\ \mathbf{C} \mathbf{A}^2 \\ \vdots \\ \mathbf{C} \mathbf{A}^{n-1} \end{bmatrix} \right\|^2.\) 

(10)

In this problem, the full structure of the low rank subspace is exploited in estimating the system matrices $A$ and $C$. This minimization problem is identical in form to the weighted subspace fitting (WSF) approach presented in [17] for narrowband DOA estimation problems involving arrays composed of multiple identical subarrays. In fact, once an appropriate parameter vector has been identified for the minimization of (10), an algorithm essentially identical to that described in [17] may be used to estimate $A$ and $C$. As in the case of WSF, the more computationally efficient single-shift approaches of Section 3 may be used to provide initial estimates for the gradient search.

4.1. Identifiability

In terms of input/output response, a given realization $(A, B, C, D)$ is of course indistinguishable from one defined in another state coordinate system $(T^{-1}AT, T^{-1}BT, CT, DT)$. Consequently, it is impossible in the above problem to uniquely estimate all of the possible $(l + n)$ elements of $A$ and $C$. Instead, a unique parameterization of these matrices must be chosen. There is thus a slight abuse of notation in equation (10); it would more appropriately involve the minimization of the criterion function over elements of the given parameter set.

There are a variety of parameterizations that could be used, depending on any assumptions one is willing to make about the system. For example, if the system is multiple-input, single-output, a particularly relevant choice is to assume that the system is in observer form, and hence that $A$ is left-companion and $C = [1 \ 0 \ \cdots \ 0]$. For multiple input, multiple output systems, one might be willing to assume that the state matrix $A$ is diagonalizable, and implicitly force $T$ to be the eigenvectors of the estimate $\hat{\mathbf{A}}$. Since this determines $T$ to within a diagonal scaling, one of the rows of $C$ could then be held fixed in order to guarantee uniqueness. Assuming a diagonalizable $A$ also allows one to directly impose a priori information about the location of the poles of the system into the minimization of (10).

Note that if the system is unobservable $(n_o < n)$ or if the state space has not been sufficiently excited $(n_s < n)$, then only a lower order state space model may be identified with the system. In fact, the resulting estimated state space will have dimension $n_{oc}$ since the signal subspace of $YU^\dagger$ is rank $n_{oc}$ in such cases.

4.2. Subspace Weighting

In simple terms, the presence of the weighting matrix $W$ in the minimisation of (10) allows certain directions or dimensions of the low rank subspace to be emphasized over others. For example, in cases where this subspace is nearly rank deficient because the system is nearly unobservable or because the input is not persistently exciting, certain directions in the subspace will have a high variance associated with them due to the additive measurement noise. This fact is evident when the low rank subspace is determined, since certain columns of $\hat{\mathbf{E}}$ will have relatively small generalised eigenvalues associated with them. One would expect that the appropriate weighting would be a function of these eigenvalues.

A possible candidate for the subspace weighting is that proposed by Ottersten and Viberg [10] for the sensor array case:

$$\hat{\mathbf{E}}_{WFS} = (\hat{\mathbf{A}}_s - F^2 I)^2 \hat{\mathbf{A}}_s^{-1},\) 

(11)

where the diagonal matrix $\hat{\mathbf{A}}_s$ represents the generalised eigenvalues obtained from the principal component decomposition, and $F^2$ is the corresponding minimal eigenvalue. For the approach of (9), $\hat{\mathbf{A}}_s$ is defined by

$$\hat{\mathbf{E}}_{WFS} = \Sigma \hat{\mathbf{E}}_{\hat{\mathbf{A}}_s},\) 

while for MOESP

$$\hat{\mathbf{E}}_{22} \hat{\mathbf{E}}_{\hat{\mathbf{A}}_s} = \Sigma \hat{\mathbf{E}}_{\hat{\mathbf{A}}_s}.$$

Strictly speaking, this optimal weighting has only been derived for the case where the observations are uncorrelated. In the application considered here, the Hankel structure of the matrices $Y$ and $V$ violates this assumption. In principle, exploiting the special structure of the measurement noise matrix $V$ could significantly improve estimation performance. The primary drawback of all of the subspace based methods presented in this chapter is that there is currently no available method for taking advantage of the special Hankel structure present in the data.

Although the weighting of (11) cannot necessarily be considered optimal for this application, simulation studies have demonstrated that it tends to improve performance relative to using no subspace weighting at all.

5. A Simulation Example

As a simple example of the advantage of the subspace fitting approach to this problem, consider the three state SISO system.
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defined by

\[
A = \begin{bmatrix}
0.30 & -0.40 & 0.60 \\
0.00 & 0.80 & 0.00 \\
0.00 & 0.00 & 0.79 \\
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
0 & 1 & 1
\end{bmatrix}^T
\]

\[
C = \begin{bmatrix}
1.30 & 0.50 & -0.80
\end{bmatrix}
\]

\[
D = 1
\]

The poles of this system are located at 0.3, 0.79, and 0.8, and the zeros at 0.53 and 0.001, approximately. Note that the lower right 2x2 block of A is diagonal, with nearly equal diagonal elements. Since the last two elements of B are identical, the second and third elements of the state vector will essentially track one another, and the state vector sequence X will be nearly rank deficient.

The above system was simulated in discrete time using a zero-mean, unit power, white Gaussian random process as its input. White Gaussian measurement noise with a standard deviation of 0.001 was added to the system output, resulting in an effective output signal-to-noise ratio (SNR) of roughly 60 dB. Using the noise-free input and the noisy system output, three methods were used to estimate the system poles and zeros. These were the TLS method of De Moor (essentially identical to TLS ESPRIT), the WSF algorithm presented in the previous section, and the prediction error method (PEM) of [1] based on an output error model of the system.

250 Monte Carlo experiments were conducted, with an independent measurement noise and input sequence generated for each trial. The block dimensions of the Hankel matrices were chosen as \(i = 12\) and \(j = 50\), corresponding to a total of 61 output samples for each trial. It was also assumed that the correct dimension of the state space \(n = 3\) was known. The WSF method was implemented using the weighting of (11) and assuming a diagonal parameterisation for the system matrix A. Both WSF and PEM used the true parameter vectors to initialize their respective search routines. The results of the simulations are displayed in Figures 2 through 7. The solid line at the right of each plot represents the unit circle, and the true pole and zero locations are respectively indicated by the symbols 'o' and 'x'.

The variance of the poles and zeros estimated by WSF is clearly much smaller than that of the other algorithms. This is especially true for the pole at 0.3; in fact, all 250 estimates are very close to the true location. All three algorithms estimated the complex zeros very accurately; the individual trials are again indistinguishable from the true zero location. However, the variance of the real-valued zero is much smaller for WSF than for either PEM or TLS ESPRIT. In addition, both PEM and TLS ESPRIT estimated complex poles on about 20% of the simulations, while the WSF poles were always purely real (though they were not constrained to be so). One drawback of the subspace fitting methods is that, on a few occasions (5 for WSF and 11 for TLS ESPRIT), they produced unstable pole estimates and non-minimum phase zeros.
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Figure 2: Pole Estimates for Output Error Model

Figure 3: Zero Estimates for Output Error Model

Figure 4: Pole Estimates for TLS ESPRIT

Figure 5: Zero Estimates for TLS ESPRIT

Figure 6: Pole Estimates for WSF

Figure 7: Zero Estimates for WSF