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Abstract—We investigate an alternative solution method to the joint signal-beamformer optimization problem considered in a recent publication devoted to this topic. First, we directly demonstrate that the problem, which minimizes the received noise, interference, and clutter power under a minimum variance distortionless response constraint, is generally nonconvex and we provide insight into the nature of the nonconvexity. Second, we employ the theory of biquadratic optimization and semidefinite relaxations to produce a relaxed version of the problem, which we show to be convex. The optimality conditions of this relaxed problem are examined and a variety of potential solutions are found, both analytically and numerically. These solutions are then compared to existing alternating minimization schemes.
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I. INTRODUCTION

IN 1972, at a NATO conference in the East Midlands of England, two luminaries of signal processing agreed that an adaptive system was incapable of being simultaneously spatially and temporally optimal. Agreeing with M. Merzouz’s proposition, the Naval Underwater System Center’s Norman Owsley asserted that since “the spectrum of the signal must be known a priori” for temporal optimality, “the post beamformer temporal processor cannot be fully adaptive and fully optimum (sic) simultaneously” [1]. Owing to the technology of the day, Owsley’s assertion refers primarily to adaptivity and optimality-on-receive; however, this still leaves open the question of what spectrum to transmit—something P.M. Woodward observed “remains substantially unanswered” many years before [2]. Given
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biquadratic programming (BQP). While the biquadratic program is demonstrably non-convex, it is possible to relax it to a convex quadratic program using semidefinite programming (SDP) (see [14] for details on SDP and [15], [16] on relaxing the BQP). This relaxation will permit us to efficiently solve the problem computationally and analytically up to a matrix completion, as well as reveal important structural information about the solution that matches with engineering intuition.

Before continuing, we outline some mathematical notation that will be used throughout the paper. The symbol \( x \in \mathbb{R}^{N \times 1} \) indicates a column vector of real (complex) values, while \( X \in \mathbb{R}^{M \times N} (X \in \mathbb{C}^{M \times N}) \) indicates an \( N \) row, \( M \) column matrix of real (complex) values. The sets \( \mathbb{H}_n, \mathbb{H}_n^+ \), and \( \mathbb{H}_n^{++} \) represent Hermitian, positive semidefinite, and positive definite complex matrices, respectively. The latter two sets induce the orderings \( \preceq \) and \( \succeq \). The superscripts \( T \), \( * \), and \( H \) indicate the transpose, conjugate, and Hermitian (conjugate) transpose of a matrix or vector. The symbol \( \otimes \) indicates a Kronecker product. The operator \( \text{vec} \) turns a matrix with the vector stacked columnwise – that is, for \( A \in \mathbb{R}^{p \times q} \), \( \text{vec}(A) \in \mathbb{R}^{pq \times 1} \). Special matrices that will recur often include the \( n \times n \) identity matrix \( I_n \), the \( n \times 1 \) vector of all ones \( 1_n \), the \( n \times m \) all-zero matrix \( 0_{n \times m} \), and, via Magnus & Neudecker [17], the \((p,q)\) commutation matrix \( K_{p,q} \in \mathbb{R}^{pq \times pq} \) that is uniquely determined by the relation \( \text{vec}(A^T) = K_{p,q} \text{vec}(A) \) for \( A \) as above. We will use calligraphic letters like \( \mathcal{C} \) to indicate tensors or multilinear operators (like the Hessian matrix). Additionally, the vectorizations of various matrices will be indicated by the equivalent lowercase Greek symbol in bold – for example, a matrix \( B \) will have the vectorization \( \beta = \text{vec}(B) \).

The rest of the paper continues as follows: First, we will outline the general signal model and relate it to the work on transfer functions by [18]. Section III describes the joint design problem and demonstrates that the problem is non-convex unless all clutter patches are known to be nulled a priori. Section IV introduces the biquadratic problem and methods to relax the joint design into a convex quadratic semidefinite program. We then attempt to find analytic solutions and insights into this relaxed problem in Section V and present proofs of certain structural aspects of any solution in Section VI. These solutions are generally verified in Section VII through simulation, demonstrating the resulting rank-one solution can outperform multiple alternating minimization techniques. Finally, we summarize our conclusions and highlight future research paths in Section VIII.

II. STAP MODEL

Consider a radar that consists of a calibrated airborne linear array of \( M \) identical sensor elements, where the first element is the phase center and also acts as the transmitter. During the transmission period, the radar probes the environment with a number of pulses \( s(t) \) of width \( T \) seconds and bandwidth \( B \) Hz at a carrier frequency \( f_c \). Within each burst, we transmit \( L \) pulses at a rate of \( f_p \) (i.e. the pulses are transmitted every \( T_p = 1/f_p \) seconds) and collect them in a coherent processing interval (CPI). We also assume that the phase center is located at \( x_c \) and the platform moves at a rate that is constant over the CPI. Assume the probed environment contains a target that lies at an azimuth \( \theta_i \) and an elevation \( \phi_i \) relative to the array phase center, moving with a relative velocity vector \( \delta v = [\delta v_x, \delta v_y, \delta v_z]^T \). If we assume that the array interelement spacing \( d \) is small relative to the distance between the platform and the target, then the target’s doppler shift is independent of the element index and given by

\[
f_d = 2f_a \frac{\delta v T [\sin(\phi_i) \sin(\theta_i) \sin(\phi_i) \cos(\theta_i) \cos(\phi_i)]}{c}
\]

where \( c \) is the speed of light.

Let us now assume that we discretely sample the pulse \( s(t) \) into \( N \) samples, resulting in the sample vector \( s = [s_1, s_2, \ldots, s_N]^T \in \mathbb{C}^N \). Assuming the data is aligned to a common reference and given other assumptions from [19], we can say that at the target range gate \( \tau_i \), the combined target response over the entire CPI can be represented by a vector \( y_t \in \mathbb{C}^{N M L} \) given by

\[
y_t = \rho_i \mathbf{v}_i(f_d) \odot \mathbf{s} \odot \mathbf{a}_i(\theta_i, \phi_i)
\]

where \( \rho_i \) is the complex backscattering coefficient from the target, the vector \( \mathbf{v}_i(f_d) \in \mathbb{C}^L \) is the doppler steering vector whose \( i \)th element is given by \( e^{-j2\pi f_d/(i-1)} \), and the vector \( \mathbf{a}_i(\theta_i, \phi_i) \in \mathbb{C}^{ML} \) is the spatial steering vector whose \( i \)th element is given by \( e^{-j2\pi(i-1)d} \) where \( d = d \sin(\theta_i) \sin(\phi_i) f_c/c \). The presence of fast-time samples \( s \) differentiates the model from the standard STAP scenario.

The target return \( y_t \) is corrupted by a variety of undesired returns from the environment – noise, signal-independent interference, and clutter:

\[
\hat{y} = y_t + y_n + y_i + y_c = y_t + y_n,
\]

where the subscripts \( n, i, c, \) and \( u \) stand for noise, interference, clutter and undesired, respectively. We assume that these undesired energy sources are statistically uncorrelated from each other. We shall subsequently describe each of these sources, starting with the noise.

We assume the noise is zero mean and identically distributed across all sensors, pulses, and fast time samples. The covariance matrix of \( y_n \) is denoted \( R_n \in \mathbb{C}^{N M L} \times \mathbb{C}^{N M L} \).

The interference term consists of \( K \) known interference sources that correspond to a zero-mean random process spread over all pulses and fast time samples. Assume that the \( k \)th interferer is located at the azimuth-elevation pair \((\theta_k, \phi_k)\). In the \( k \)th PRI, we assume that the waveform is a complex continuous-time signal \( \alpha_k(t) \) which, when sampled, yields the vector \( \alpha_k \in \mathbb{C}^N \), similar in form to \( s \). Stacked across all PRIs, we obtain the random vector \( \alpha_k = [\alpha_k^T \alpha_{k1}^T \cdots \alpha_{k(L-1)}^T]^T \in \mathbb{C}^{NL} \), whose covariance matrix we define as \( \text{E} \{ \alpha_k \alpha_k^H \} = R_{\alpha_k} \). Then, the response from the \( k \)th interferer can be modeled as

\[
y_{i,k} = \alpha_k \odot \mathbf{a}_i(\theta_k, \phi_k)
\]

where, as with the target, \( \mathbf{a}_i(\theta_k, \phi_k) \) is the array response to the interferer. The covariance of \( y_{i,k} \) is then \( R_{\alpha_k} \odot \mathbf{a}_i(\theta_k, \phi_k) \mathbf{a}_i(\theta_k, \phi_k)^H \), since expectations follow through Kronecker products that don’t have a random dependence. If we assume the interferers are uncorrelated with each other, then the
overall covariance of the combined signal-independent interference $y_1$ is

$$R_1 = \sum_{k=1}^{K} R_{\alpha,k} \otimes a_i(\theta_k, \phi_k) a_k(\theta_k, \phi_k)^H. \quad (5)$$

In future sections, we will use the notation $R_{ni} = R_n + R_1$ to denote the combined noise and interference covariance matrix.

In airborne radar applications, the most significant clutter source is the ground, which produces returns persistent throughout all range gates up to the horizon. Though other clutter sources exist, like large discrete objects, vegetation, and targets not currently being surveilled, the specific stochastic model we apply here only concerns ground clutter. However, we note that a later formulation in this paper may be amenable to considering those other sources in a manner that recalls efforts in the literature on channel estimation (see, for example, [18]).

Regardless of the source, a major assumption in all works on signal-dependent interference mitigation is that there is some prior knowledge of the clutter’s response to a given input signal. While this can lead to a “chicken-or-egg” scenario, as mentioned by [3], such information can be obtained in a variety of ways: physics-based scattering models, estimation from topographical information and/or knowledge-aided databases (as in DARPA’s KASSPER program [20]), or occasional direct probing and estimation of the environment with “known-good” pilot signals (see, e.g., [18]). In this work, we will consider an idealized physics-based approach, but note this does not limit our method’s applicability to more realistic scenarios.

For now, assume the presence of $Q$ clutter patches, each comprising $P$ distinct scatterers. As with the target, the return from the $p$th scatterer in the $q$th patch, located spatially at the azimuth-elevation pair $(\theta_{pq}, \phi_{pq})$, maintains a Kronecker structure given by

$$y_{pq} = f_{c,pq} \otimes s \otimes a(\theta_{pq}, \phi_{pq})$$

where the returned complex reflectivity is $y_{pq}$ and the Doppler shift observed by the platform is $f_{c,pq}$. This Doppler shift is solely induced by the platform motion, characterized by the aforementioned velocity vector $\mathbf{v}$, and is given by

$$f_{c,pq} = 2f_o \frac{x_p^T \sin(\phi_{pq}) \sin(\theta_{pq}) \sin(\phi_{pq}) \cos(\theta_{pq}) \cos(\phi_{pq})}{c}. \quad (6)$$

Thus, the overall response from the $q$th clutter patch is

$$y_{c,q} = \sum_{p=1}^{P} y_{pq} = f_{c,pq} \otimes s \otimes a(\theta_{pq}, \phi_{pq}). \quad (7)$$

In order to define the covariance matrix of the clutter, we define the $pq$th combining matrix $B_{pq} \in \mathbb{C}^{N \times M \times L \times P}$ as the matrix whose $p$th column is $\mathbf{v}(f_{c,pq}) \otimes s \otimes a(\theta_{pq}, \phi_{pq})$, $i \in \{1, \ldots, P\}$ and the covariance of the reflectivity vector $[\gamma_{\gamma_1} \gamma_{\gamma_2} \cdots \gamma_{\gamma_Q}]^T$ given by $R_{\gamma}^{pq} \in \mathbb{C}^{P \times P}$. Then, the overall covariance matrix for the patch is

$$R_{\gamma}^q = B_q R_{\gamma}^{pq} B_q^H \quad (8)$$

If we assume that the scatterers in one patch are uncorrelated with the scatterers in any other patch, then the total clutter response is $y_c = \sum_{q=1}^{Q} y_{c,q}$ and its covariance is given by

$$R_c = \sum_{q=1}^{Q} R_{\gamma}^q \quad (9)$$

We will denote the overall undesired response covariance matrix as $R_u = R_{ni} + R_c$.

Since this is a rather cumbersome model, we can simplify our description of the clutter as follows. Let us assume that our range resolution is large enough that we cannot resolve individual scatterers in each patch – as mentioned in [3], this is typical in STAP applications. Thus, we can regard each scatterer in the patch as lying within the same range gate and having approximately equal Doppler shifts, hence $f_{c,pq} \approx f_{c,q}$. Similarly, if we assume far-field operation, the scatterers will lie in approximately the same angular resolution cell centered at $(\theta_q, \phi_q)$, which means $\theta_{pq} \approx \theta_q, \phi_{pq} \approx \phi_q$. Given this simplification, we can modify our representation of the patch response and its covariance.

Under this assumption, the per-patch clutter response is

$$y_{c,q} = \gamma_q \mathbf{v}(f_{c,q}) \otimes s \otimes a(\theta_q, \phi_q)$$

where $\gamma_q = \sum_{p=1}^{P} \gamma_{pq}$ is the combined reflectivity of all scatterers within the patch. For the covariance, the combining matrix for the $q$-th clutter patch is given by

$$B_q = [\mathbf{v}(f_{c,q}) \otimes s \otimes a(\theta_q, \phi_q), \ldots, \mathbf{v}(f_{c,1} \otimes s \otimes a(\theta_1, \phi_1))].$$

Since the deterministic patch response is repeated $P$ times, via standard Kronecker product properties, this is equivalent to

$$B_q = I_P \otimes \mathbf{v}(f_{c,q}) \otimes s \otimes a(\theta_q, \phi_q). \quad (10)$$

More importantly, since $R_{\gamma}^q = B_q R_{\gamma}^{pq} B_q^H$, we have

$$R_{\gamma}^q = \tilde{R}_{\gamma}^q (\mathbf{v} \otimes s \otimes a_q)(\mathbf{v} \otimes s \otimes a_q)^H \quad (11)$$

where $\tilde{R}_{\gamma}^q = I_P \otimes R_{\gamma}^{pq} I_P$.

Relationship to the Channel Model construct: In [18], the authors considered a transfer function/matrix approach for simultaneous transmit and receive resource design in MIMO radar, similar to the typical literature on control theory and digital communications. Using the result

$$(\mathbf{A} \otimes \mathbf{B} \otimes \mathbf{C})(\mathbf{D} \otimes \mathbf{E} \otimes \mathbf{F}) = \mathbf{A} \mathbf{D} \otimes \mathbf{B} \mathbf{E} \otimes \mathbf{C} \mathbf{F},$$

we can reframe our model as in [18]. For example, we can write

$$\mathbf{v}(f_{c,q}) \otimes s \otimes a(\theta_q, \phi_q) = (\mathbf{v}(f_{c,q}) \otimes \mathbf{I}_N \otimes a(\theta_q, \phi_q)) s = \Gamma_q s$$

where $\Gamma_q$ is implicitly defined. By the same token, the target response is equivalent to $\mathbf{T} s$ where $\mathbf{T} = \mathbf{v}_t(f_{d}) \otimes \mathbf{I}_N \otimes a_t(\theta_t, \phi_t)$. With this form, the overall received vector in the range gate of interest is

$$\mathbf{y} = \rho_t T s + \sum_{q=1}^{Q} \gamma_q \Gamma_q s + \mathbf{y}_n + \mathbf{y}_1.$$
III. JOINT WAVEFORM-FILTER DESIGN

Our goal is to find a STAP beamformer vector $w \in \mathbb{C}^{NML}$ and a transmit signal $s \in \mathbb{C}^N$ that minimizes the combined effect of the noise and interference represented by the covariance matrix $R_{n1} \in \mathbb{C}^{NML \times NML}$ and the signal-dependent clutter.

At the range gate we interrogate (which we assume contains the target), the return $\hat{y}$ is processed by a filter characterized by the weight vector $w$, forming the output return $w^H \hat{y}$. As mentioned above, we want to design this vector and the signal to minimize the desired undesired power $E[|w^H y_u|^2] = w^H R_o(s) w$. Additionally, we would like to constrain this minimization to ensure reasonable radar operation. First, for a given target space-time-doppler bin, we want a particular filter output, say, $\kappa \in \mathbb{C}$. This filter output can be represented by the Capon beamformer equation $w^H T_s$, where $T \in \mathbb{C}^{NML \times N}$ is the target channel response defined above. Second, we place an upper bound on the total transmit signal power, $P_o$. Mathematically, we can represent this optimization problem as

$$
\begin{align*}
\min_{w,s} \quad & w^H R_o(s) w \\
\text{s.t.} \quad & w^H T_s = \kappa \\
& s^H s \leq P_o.
\end{align*}
$$

In [3], this problem was numerically shown to be non-convex, and therefore a variety of alternating minimization algorithms based on the eigenstructure were used to solve it. In [21], we directly proved (13) was non-convex by examining the stationary points and Hessian of the unconstrained problem and provided engineering intuition as to why this was so. We summarize this contribution in the following lemma and provide a sketch of the proof:

**Lemma 1:** Let $(w_o, s_o)$ be a joint stationary point of the objective function in (13). The joint trans-receive problem in (13) is non-convex unless, for every clutter patch matrix $\Gamma_q$ and the noise-interference covariance $R_{n1}$,

$$w_o^H \Gamma_q s_o = 0, \quad R_{n1} w_o = 0_{NML \times 1}$$

for every such stationary pair $(w_o, s_o)$.

**Sketch of proof:** An unconstrained optimization problem is convex iff the objective function is convex. Furthermore, a real-valued, twice-continuously-differentiable function is convex iff, when evaluated at every stationary point in the domain, its Hessian is positive semidefinite.

Taking the first derivatives, the stationary points of the objective satisfy the following equation pair:

$$R_{n1} w = - \sum_{q=1}^Q \Gamma_q s (s^H \Gamma_q^H w) \Gamma_q s,$$

$$\sum_{q=1}^Q \Gamma_q w (w^H \Gamma_q s) \Gamma_q^H w = 0_{NML \times 1}.$$

Due to the structure of the Hessian of the objective in (13), it is positive semidefinite at a given pair $(w, s)$ only if $w^H \Gamma_q s = 0$ for every clutter patch $\Gamma_q$. On its own, this condition is rather restrictive and requires every stationary pair to span at least a $Q$-dimensional subspace of the product space $\mathbb{C}^{NML} \times \mathbb{C}^N$. If this condition is applied to the definition of the stationary points, then we require $R_{n1} w = 0_{NML \times 1}$, which, if $R_{n1}$ is full rank, means that the only stationary point is the trivial case of no beamformer at all. If $R_{n1}$ is not full rank, then the beamformer of every stationary point must also span the noise-and-interference nullspace.

Neither of these conditions can hold in practice, and so we must conclude that the problem is non-convex.

IV. THE BIQUADRATIC PROGRAM & RELAXATIONS

In this section, we discuss the relatively unexplored area of biquadratic programming (BQP/BiQP) – that is, joint optimization of two multidimensional variables over a cost function that is quadratic in each variable – and its application to fully adaptive radar, which arises from joint signal-beamformer design schemes. The primary theory and major applications of BQP have been described in [15], [16], [22]–[26].

A. BQP for Fully Adaptive Radar

Consider an expanded version of the design problem (13) in the pair $(w, s)$:

$$
\begin{align*}
\min_{w,s} \quad & w^H R_{n1} w + w^H \left( \sum_{q=1}^Q \Gamma_q \Gamma_q^H s \Gamma_q^H \Gamma_q^H \right) w \\
\text{s.t.} \quad & w^H T_s = \kappa \\
& s^H s \leq P_o.
\end{align*}
$$

If we treat the signal and beamformer as a single stacked variable, say $b = [w^T \quad s^T]^T \in \mathbb{C}^{N(ML+1)}$, we can find an equivalent form of the above optimization problem in the new variable. Define $\Psi_W = [I_{NML} \quad 0_{NML \times N}]$ and $\Psi_S = [0_{N \times NML} \quad I_{NML}]$. Then, we can define the optimization problem as

$$
\begin{align*}
\min_b \quad & b^H \Gamma_q \Gamma_q^H s b + b^H \left( \sum_{q=1}^Q \Gamma_q \Gamma_q^H \Gamma_q^H \right) b \\
\text{s.t.} \quad & b^H T b = \kappa \\
& b^H \Psi_S \Psi_S b \leq P_o,
\end{align*}
$$

where $\bar{R}_{n1} = \Psi_W^T R_{n1} \Psi_W$, $\bar{\Gamma}_q = \Psi_W^T \Gamma_q \Psi_S$, and $\bar{T} = \Psi_W^T T \Psi_S$ are “expanded” versions of the matrices seen in the previous problem. Both (14) and (15) are BQPs. In fact, (15) is the special case of a quartic optimization problem.

Due to Ling, et al. [15], we know a variety of facts about the BQP for real variables: it is nonconvex (though they did not demonstrate any practical implications of the non-convexity as we have), both the BQP and its naive semidefinite relaxation (which we will more explicitly discuss in the next section) are NP-hard problems, and the homogenous general problem does not even admit a polynomial time approximation algorithm. While this seems to bode ill for our situation, they also demonstrated that applying a semidefinite relaxation provides a fast, if not perfectly accurate, computational solution method. Additionally, if the structure is sufficiently sparse, existing solvers
can attack the semidefinite relaxation even more efficiently. As we will show later, our structure can and will be significantly sparse, so our method will take advantage of this property.

In either case, since these problems are non-convex, the question becomes: can we find a sufficient convex relaxation to obtain approximate solutions?

B. Semi-Definite Relaxation

Our first goal is using the notation/mechanisms of the literature to find the semidefinite relaxation of the equivalent programs (14) and (15). First, assume we have defined a tensor \( \tilde{C} \) such that the following operator relation holds: \( \tilde{C} = \sum_{q=1}^{Q} \mathbf{R}_q^H \). Similarly, assume an expanded form of this tensor exists, say \( \tilde{C} \), such that \( \tilde{C} \mathbf{b}\mathbf{b}^H = \sum_{q=1}^{Q} \mathbf{T}_q \mathbf{b}\mathbf{b}^H \mathbf{T}_q^H \). Based on the structure of this tensor operator, we know that any matricization of it is, in fact, positive semidefinite, which will be important later.

We can recast the complex constraint \( \mathbf{w}^H \mathbf{T}_s = \kappa \) as two real constraints that depend on the joint parameter vector \( \mathbf{b} \):

\[
\begin{align*}
\Re\{\mathbf{w}^H \mathbf{T}_s\} &= \mathbf{b}^H \mathbf{T}_R \mathbf{b} = \kappa_R \\
\Im\{\mathbf{w}^H \mathbf{T}_s\} &= \mathbf{b}^H \mathbf{T}_I \mathbf{b} = \kappa_I
\end{align*}
\]

where the subscripts \( R \) and \( I \) indicate the Real and Imaginary parts of the expanded matrix \( \mathbf{T} \), respectively. (As an aside, recall that both matrices are implicitly Hermitian, since their quadratic forms produce real values.) If we use the assumed tensor \( \tilde{C} \) and the properties of the trace, we can recast the quartic optimization problem above into the standard form:

\[
\begin{align*}
\min_{\mathbf{b}} & \quad \mathbf{R}_{ni} \mathbf{b}\mathbf{b}^H + (\tilde{C} \mathbf{b}\mathbf{b}^H) \mathbf{b}\mathbf{b}^H \\
\text{s.t.} & \quad \mathbf{T}_R \mathbf{b}\mathbf{b}^H = \kappa_R \\
& \quad \mathbf{T}_I \mathbf{b}\mathbf{b}^H = \kappa_I \\
& \quad \Psi_S^T \Psi_S \mathbf{b}\mathbf{b}^H = P_o \leq \mathbf{b}\mathbf{b}^H \leq \mathbf{b}\mathbf{b}^H
\end{align*}
\]

where \( \mathbf{X} \otimes \mathbf{Y} = \text{tr}(\mathbf{X}^H \mathbf{Y}) \) indicates the standard inner product on compatible matrices. A common path to a semidefinite relaxation defines a matrix variable \( \mathbf{B} = \mathbf{b}\mathbf{b}^H \). It is clear that this Hermitian PSD matrix \( \mathbf{B} \in \mathbb{H}_+^n \) is rank one, which imposes an obviously non-convex constraint. If, instead, we permit \( \mathbf{B} \) to be of any rank, we have relaxed the problem to the quadratic semidefinite program (QSDP) [27], [28]:

\[
\begin{align*}
\min_{\mathbf{B}} & \quad \mathbf{R}_{ni} \mathbf{B} + (\tilde{C} \mathbf{B}) \mathbf{B} \\
\text{s.t.} & \quad \mathbf{T}_R \mathbf{B} = \kappa_R \\
& \quad \mathbf{T}_I \mathbf{B} = \kappa_I \\
& \quad \Psi_S^T \Psi_S \mathbf{B} \leq P_o \\
& \quad \mathbf{B} \in \mathbb{H}_+^n
\end{align*}
\]

Notice we did not, at any point, progress through a matrix bilinear form in finding this semidefinite relaxation, as seen in [15], etc. This is because the constraint set in this problem prevents such a representation—namely, the Capon constraint is bilinear in the vector arguments already.

If, as we will show below, the above QSDP is convex, Toh, et al. [28] point out that computation of such a problem depends primarily on the number of linear constraints (here, three) and the effective rank of the tensor \( \tilde{C} \) (upper bounded by the number of clutter patches \( Q \)). More specifically, if reformulated into a semidefinite-quadratic-linear program (SQLP), the computational complexity for an interior-point solver is no more than \( O((2Q + 3)^3) \), where the additional factor of two accounts for operating on complex matrices.

If we can obtain a solution to this problem, a natural question is how to apply this solution to the original problem. If the resulting solution is rank one, the problem is directly solved. If the rank is greater than one, we can use the nearest rank-one approximation that still satisfies the constraints. We will see in Section VII below that for this particular scenario, we can obtain solutions that are nearly rank-one in a numerical sense.

V. SOLUTIONS OF THE RELAXED BQP

With the general form of our relaxation now developed, we now turn to examining how best to solve for the relaxed matrix \( \mathbf{B} \) and its relation to an optimal beamformer-signal pair \((\mathbf{w}, s)\). While numerical methods will be the primary driver of obtaining such solutions, we can use some analytic techniques to sketch, at the very least, the notional contours of the relaxed solution and its relation to the channel state parameters and signal-independent noise-and-interference covariance. In this section, we begin the task of analyzing the optimal solutions of (16) by first developing a more realizable form of the relaxed optimization discussed in Section IV which we recognize to be convex. Next, we demonstrate that there is no duality gap (and thus have a quite strong convergence guarantee) under a very reasonable, physically-realizable restriction. Finally, we summarize the necessary and sufficient conditions for optimality and provide explicit linkage of these conditions to the STAP problem.

Before we begin, we reformulate the problem to use the variable \( \beta = \text{vec}(\mathbf{B}) \). So long as we use the appropriate rules of differentiation (see [29]) and remember that there is an isomorphism between Hermitian matrices of size \( n \) and the real vector space of size \( n^2 \) (which manifests as a matrix operation on \( \beta \)), this is an appropriate representation for our variable of interest. Additionally, all of our usual inner products, etc. are maintained, so there is no mathematical conflict with this choice.

In order to make use of this vectorization, observe that the tensor \( \tilde{C} \) can be unfolded into the \( J^2 \times J^2 \) matrix \( \tilde{C}_V = \sum_{q=1}^{Q} \mathbf{R}_q \text{vec}(\mathbf{T}_q) \text{vec}(\mathbf{T}_q)^H \). Consider also that if \( \mathbf{C}_V = \sum_{q=1}^{Q} \mathbf{R}_q \text{vec}(\mathbf{T}_q) \text{vec}(\mathbf{T}_q)^H \), then \( \mathbf{C}_V = (\Psi_S \otimes \Psi_W)^T \mathbf{C}_V (\Psi_S \otimes \Psi_W) \). Using these, we can standardize and vectorize the QSDP (16) into the equivalent problem:

\[
\begin{align*}
\min_{\mathbf{B} \in \mathbb{H}_+^n} & \quad \mathbf{v}^H (\tilde{\mathbf{R}}_{ni}) \beta + \beta^H \tilde{C}_V \beta \\
\text{s.t.} & \quad \mathbf{v}^H (\tilde{\mathbf{T}}_R) \beta - \kappa_R = 0 \\
& \quad \mathbf{v}^H (\tilde{\mathbf{T}}_I) \beta - \kappa_I = 0 \\
& \quad \mathbf{v}^H (\Psi_S^T \Psi_S) \beta - P_o \leq 0
\end{align*}
\]
It is clear that, since the feasible set is the intersection of the PSD cone and two affine constraints and the objective is a non-homogenous convex quadratic function, the vectorized problem (17) (and hence the QSDP (16)) is convex. However, since $\mathbb{C}_V$ is typically not full rank (indeed, the rank is bounded above by $ML$ in this case), it is not usually strictly convex, and thus, in general, there will exist a multitude of solutions.

A. Slater’s Condition

Recall that strong duality is said to hold for a given optimization problem if the primal problem is convex and it satisfies Slater’s condition [14, pp. 240, 265] (i.e., the problem is strictly feasible). A consequence of this property is that there is no duality gap between the solutions of the primal and dual problems. We will show that our problem satisfies Slater’s condition given a relationship between the constraint values.

Given an optimization problem

$$\min_{x \in \Omega} f_o(x)$$

s.t.

$$g_i(x) \leq 0 \quad i = 1, \ldots, m$$

$$h_j(x) = 0 \quad j = 1, \ldots, n$$

where $\Omega$ is a convex set, assume $f_o(x)$ is convex and define the set $\mathcal{D} = \Omega \cap \text{dom}(f_o) \cap (\cap_{i=1}^m \text{dom}(g_i))$ to be the total feasible domain of the problem. Slater’s condition is satisfied if there exists at least one point in the relative interior (i.e. not on the boundary) of the problem’s feasibility set that satisfies all of the equality constraints and strictly satisfies the inequality constraints.

For our problem, the feasibility set is positive semidefinite matrices, whose relative interior is positive-definite matrices. Our equivalent complex constraint functions are

$$g(B) = \psi_S^T \beta - P_o$$
$$h_1(B) = \beta^H \tilde{r} - \kappa = \tilde{r}^T K_{f,f} \beta - \kappa$$
$$h_2(B) = \tilde{r}^H \beta - \kappa^*$$

where $\tilde{r} = \text{vec}(\overline{T})$, and $\psi_S = \text{vec}(\Psi_S^\Gamma \Psi_S)$. Thus, we need to find a matrix $B > 0$ that satisfies the above equations. We assert that the Slater condition is satisfied for the relaxed BQP given a reasonable condition, which we describe in the following theorem.

**Theorem 1:** The relaxed joint trans-receive design problem in (17) satisfies Slater’s condition if

$$\|T\|_F^2 > \frac{|\kappa|^2}{P_o}$$

The details of the proof of this theorem can be found in Appendix A. This is indeed a reasonable assumption, because it says that the Capon constraint, i.e. the target-matching goal, cannot exceed the overall reflected power from the target.

In the side-looking STAP case, we can make a more precise relation to the dimensionality of the problem, using the fact that the target matrix has a Kronecker structure – that is, $T = v_i \otimes I_N \otimes \delta_i$. This means that $T^H T = \|v_i\|^2 |a_i|^2 I_N$. If we assume that the spatial response comes from a uniform linear array and that the Doppler response is similarly uniform, then $\|a_i\|^2 = M$ and $\|v_i\|^2 = L$. This further implies that $T^H T = ML I_N$ and $\|T\|_F^2 = NML$. Hence, via the theorem, Slater’s condition is satisfied so long as $NML > |\kappa|^2 / P_o$.

In either case, since most reasonable STAP problems (or, indeed, any joint trans-receive problem in active sensing) satisfy this condition, we can be assured that almost any numerical method used to solve (16) will converge to a solution that is both primally and dually optimal (or nearly so).

B. Obtaining the KKTs

In the subsequent analysis, let us assume that Theorem 1 holds for our specific problem. It is well-known that, for an optimization problem that satisfies Slater’s condition, the Karush-Kuhn-Tucker (KKT) conditions are necessary first-order conditions for the existence and optimality of a set of primal and dual variables. Furthermore, if such a problem is convex, then the KKTs become necessary and sufficient conditions, which implies that solving them directly may provide insight into the solutions of the problem. In this section, we summarize and analyze the KKTs for the problem (17); further details of their derivation become necessary and sufficient conditions, which implies that solving them directly may provide insight into the solutions of the problem. In this section, we summarize and analyze the KKTs for the problem (17); further details of their derivation can be found in [21] and Appendix B.

Let $\bar{\mu} \in \mathbb{C}$, $\lambda \in \mathbb{R}$, $\Sigma \in \mathbb{H}_+^n$ be the Lagrange multipliers/dual variables associated with the Capon, power, and semidefiniteness constraints in (17), respectively. Furthermore, let $\sigma = \text{vec}(\Sigma)$. Finally, let $H[\cdot]$ indicate the Hessian of a given function. Then, generically, the KKT conditions for the relaxed biquadratic problem can be written as

1) $\nabla_B \mathcal{L}(B^o, \bar{\mu}^o, \lambda^o, \Sigma^o) = 0_{J \times J}$
2) $\lambda^o \geq 0$, $\Sigma^o \succeq 0$
3) $\lambda^o (\text{tr}(\Psi_S^H B^o \Psi_S) - P_o) = 0$, $B^o \Sigma^o = 0_{J \times J}$
4) $\text{tr}(\Psi_S^H B^o \Psi_S) - P_o \leq 0$, $B^o \geq 0$
5) $\text{tr}(B^o \Psi_S^H T \Psi_S) = \kappa$
6) $H[\mathcal{L}(B^o, \bar{\mu}^o, \lambda^o, \Sigma^o)] \succeq 0$

where the optimal value of a variable is denoted by a superscript $o$ and $\nabla_B$ indicates a gradient on the manifold defined by the domain of the variable $B$. That is, for a matrix $B^o$ to be a regular minimizer of the related optimization problem, it is necessary that it satisfies these conditions. If the problem is convex, these are necessary and sufficient conditions for the optimal minimizer and associated Lagrange multipliers. For future notational simplicity, we will drop the superscript $o$ until absolutely necessary (i.e., a final statement of the optimal solution). According to [29], the gradient in the first KKT condition is $\nabla_B = \frac{\partial \mathcal{L}}{\partial B}$ or, in other words, $\nabla_B \mathcal{L} = \text{vec}^T (\frac{\partial \mathcal{L}}{\partial \sigma})$. Thus, this vectorized form can take the place of the gradient.

A brief summary of the salient elements of the KKTs follows. First, we note that the Hessian of the Lagrangian is merely $\mathbb{C}_V$, which is PSD by definition, and thus the relevant condition is always satisfied. Next, by rearranging and solving for the gradient condition, we obtain an expression for the semidefiniteness multiplier $\Sigma$ (which itself is PSD):

$$\Sigma = \begin{bmatrix} R_{ai} & \Sigma_2 \\ \Sigma_2^H \\ \lambda I_N \end{bmatrix},$$

where $\Sigma_2 = \sum_{q=1}^Q \overline{\Gamma_q^H B \Gamma_q - \bar{\mu}^* T}$. Note the dependence of the slackness variable on the optimal solution, which
we have partitioned as \( B = \begin{bmatrix} B_1 & B_2 \\ B_3 & B_4 \end{bmatrix} \), with block sizes equivalent to those of \( \Sigma \). If we vectorize \( \Sigma_2 \), we obtain a more obvious connection to the original cost function:

\[
\sigma_2 = C_V \beta_2 - \tilde{\mu}^* \tau.
\] (18)

Hence, the magnitude of this dual variable can be regarded as a “remainder” of sorts – that is, the difference between how much the optimal primal solution must align with the clutter (the first term) and the target itself, scaled by the remaining gain from the equality constraint (the second term).

In order for this equation to have a solution for \( \beta_2 \) (which a non-trivial set of optimal variables will have), we also require

\[
P_{C_V} \sigma_2 = -\tilde{\mu}^* P_{C_V} \tau,
\] (19)

that is, the portion of \( \Sigma_2 \) with columns orthogonal to each clutter patch is a scaled version of the portion of the target similarly situated. Furthermore, due to the positive semidefiniteness of \( \Sigma \), the clutter-target remainder \( \Sigma_2 \) must be contained within signal-independent noise-and-interference spectrum, i.e., \( \mathcal{R}(\Sigma_2) \subseteq \mathcal{R}(R_{ni}) \).

Finally, we summarize some results from the application of the matrix complementarity conditions in Appendix B. Namely, we can find two equivalent representations of the multiplier \( \lambda \)

\[
\lambda = \frac{\text{tr}(B_1 R_{ni})}{P_o} = -\frac{\text{tr}(B_1^H \Sigma_2)}{P_o},
\] (20)

as well as a characterization of the objective function in terms of a dual variable,

\[
\tilde{\mu}^* \kappa = \beta_2^H C_V \beta_2 + \text{tr}(B_1 R_{ni}).
\] (21)

From (20), we have an interpretation of \( \frac{1}{\lambda} \) (when \( \lambda \) is positive) as an SINR of sorts; that is, we can regard it as the ratio of the transmit power to the power received from non-signal dependent sources after filtering. More interestingly, we can see from (21) that the optimal rejection of undesired interference and noise is ultimately dependent on the Capon constraint and its dual variable. In fact, this equivalence comes about irrespective of particular constraints on the transmitted signal, which will be useful in future analyses of more realistically-constrained design problems.

VI. CONSEQUENCES OF THE KKTs

The optimality conditions shown above and in Appendix B are, at first blush, a complicated set of matrix equations to solve. Furthermore, to our knowledge, there are no generic conditions in the literature that would allow us to immediately identify properties of the relaxed solution or its relationship to high-quality solutions of the particular BQP (14). Indeed, most work on QSDPs (see [30] and citations within) has eschewed such guarantees or only provides them for quadratic operators very much unlike the clutter tensor \( C \). However, we can derive some problem-specific insight by examining and solving for certain KKT conditions that have physical meaning.

In this section, we will first prove a variety of generic properties for any solution \( B^o \) of (16) and then relate these properties to the ability to directly recover high-quality solutions to (14).

In particular, we will show that if the signal-independent noise-and-interference covariance matrix \( R_{ni} \) is full rank, then the solution is both power-bounded and more likely to have simple solution recovery. With these properties in hand, we will link our relaxation with historical joint trans-receive design by showing that the power-bounded solution produces a result very similar in spirit to waterfilling – in this case, the “water” is the joint trans-receive resource “filling” (or nulling, as necessary) the combined target-clutter spectrum.

A. General Properties of the Relaxed Solution

Since, in our problem, the power constraint is an inequality, it is worthwhile to ask under what conditions the solution reaches that bound – that is, when does \( \text{tr}(B_1^H \Sigma_2) = P_o \)? It turns out that this is a pivotal component of characterizing any solution of (16). Not only does this allow us to anticipate the role of clutter whitening in the solution, but it also allows us to predict a bound on the solution matrix’s rank.

Before we begin, we note that due to the complementary slackness condition (KKT condition 3 above), the power bound is attained if and only if the dual variable \( \lambda > 0 \). Therefore, this condition will be shorthand in our proofs for attaining the power bound.

First, we show that the solution does not reach the power bound \( P_o \) if the slackness matrix \( \Sigma_2 = 0_{NML \times N} \) by proving the following lemma.

**Lemma 2:** \( \lambda = 0 \iff \Sigma_2 = 0_{NML \times N} \)

**Proof:** First, we proceed in the forward direction. If \( \lambda = 0 \), then the slackness matrix becomes

\[
\Sigma = \begin{bmatrix} R_{ni} & \Sigma_2 \\ \Sigma_2^H & 0_{N \times N} \end{bmatrix}.
\]

To be part of a feasible solution, this must be positive semidefinite, which is only possible if \( \Sigma_2 = 0_{NML \times N} \) (see [31, Theorem 1]). Hence, the forward direction is proved.

In the reverse direction, we prove via contradiction. Assume that \( \Sigma_2 = 0_{NML \times N} \) and \( \lambda > 0 \). The matrix slackness condition 41 dictates that \( \lambda B_2 = -B_1 \Sigma_2 \). Under our first assumption, this becomes \( \lambda B_2 = 0_{NML \times N} \), which simplifies to \( B_2 = 0_{NML \times N} \) under the second assumption. However, any feasible solution must also satisfy the Capon constraint \( \text{tr}(B_1^H T) = \kappa \neq 0 \). Clearly, \( B_2 = 0_{NML \times N} \) violates this constraint, which leads to our contradiction and completes the proof.

Observe that if \( \Sigma_2 = 0_{NML \times N} \), then, via (18), recovery of an optimal \( B_2 \) would merely be a whitening of the target with respect to the clutter matrix \( C_V \) (since then \( C_V \beta_2 = \tilde{\mu}^* \tau \)). However, as shown above, this is not possible in a power-bounded solution, which means that additional resources in the joint spectrum must have been allocated to some other whitening process.

It turns out that this other whitening process is related to signal-independent interference and noise, as we will show below. Indeed, every feasible solution reaches the power bound if and only if the noise-and-interference correlation matrix \( R_{ni} \) is full rank, the proof of which makes use of Lemma 2.

**Proposition 1:** \( \lambda > 0 \iff \text{rank}(R_{ni}) = NML \)
Proof of \( \text{rank}(R_{\text{ni}}) = NML \Rightarrow \lambda > 0 \): We will prove this by contradiction as well. Assume that \( R_{\text{ni}} \) is full rank and \( \lambda = 0 \). Given the second condition, Lemma 2 requires that \( \Sigma_2 = 0_{NML \times N} \). If we apply this to the slackness condition 40, then \( B_1 R_{\text{ni}} = 0_{NML \times NML} \). However, since \( R_{\text{ni}} \) is full rank, this implies \( B_1 = 0_{NML \times NML} \). This violates our non-triviality, but we will continue with the proof to show we reach a further contradiction. Since the overall solution matrix must be PSD, \( B_2 = 0_{NML \times NML} \) as well. As in the proof of Lemma 2, we have reached a contradiction because the Capon constraint is violated, which completes the proof of sufficiency.

Proof of \( \lambda > 0 \Rightarrow \text{rank}(R_{\text{ni}}) = NML \): First, observe that for a non-trivial PSD solution matrix, \( R(B^H) \subseteq \mathcal{R}(B_1) \) by [32, Theorem 7.7.9 (a,b)]. Next, we turn to slackness condition (43), which states \( \lambda B_3 = -B^H_2 \Sigma_2 \). If \( \lambda > 0 \), then clearly \( \mathcal{R}(B_3) \subseteq \mathcal{R}(B^H_2) \). By the standard rules of subset inclusion, then, \( \mathcal{R}(B^H_2) = \mathcal{R}(B_3) \) and \( \text{rank}(B^H_2) = \text{rank}(B_3) \). This fact will become useful later.

We will now use the results of [33] on another slackness condition (42) and use a substitution of (43) to get to our destination. Using [33, Theorem 2.2] on (42) to solve for \( R_{\text{ni}} \), we have the following requirements for \( R_{\text{ni}} \) to be at least PSD (which it is):

1. \( -B_2 \Sigma_2 B_2^H \geq 0 \): If we substitute (43) into this, we obtain \( \lambda \Sigma_2 B_2^H \Sigma_2 \geq 0 \), which is satisfied because \( \lambda > 0 \) and \( B_2^H \Sigma_2 \) is PSD.

2. \( \mathcal{R}(B_2 \Sigma_2 B_2^H) \subseteq \mathcal{R}(B^H_2) \). This is satisfied because \( \Sigma_2 B_2^H = \Sigma_2 B_2^H \Sigma_2 B_2^H \Sigma_2 \) via (43), and the range inclusion follows directly.

3. \( \text{rank}(-B_2 \Sigma_2 B_2^H) = \text{rank}(B_2 \Sigma_2 B_2^H) \): This is not immediately satisfied by the other conditions, but it does imply that \( \text{rank}(B_3) = \text{rank}(B_2 \Sigma_2 B_2^H) \).

The more interesting requirement comes from [34], which adds the following: \( R_{\text{ni}} \) is positive definite (and thus full rank) if and only if \( \text{rank}(-B_2 \Sigma_2 B_2^H) = \text{rank}(B_2 \Sigma_2 B_2^H) \). We know from the third PSD requirement above that \( \text{rank}(-B_2 \Sigma_2 B_2^H) = \text{rank}(B_3) \), and thus \( R_{\text{ni}} \) is full rank if and only if \( \text{rank}(B_3) = \text{rank}(B_2 \Sigma_2 B_2^H) \). However, as seen from above, this condition is already satisfied if \( \lambda > 0 \), and so our proof is complete.

In cases where there is perfect state information (that is, full knowledge of the noise and interference covariance \textit{a priori}), the noise-and-interference covariance is always full-rank, so Proposition 1 allows us to conclude that most theoretical solutions will achieve the power bound. This would also be true if there is sufficient sample support to provide good estimates of the non-clutter/non-target processes. However, computation or insufficient training data might result in a rank-deficient estimate of \( R_{\text{ni}} \), which would mean the power bound is not attained. The effects of such a scenario are detailed in [21]. Furthermore, this means that if a rank-one solution is obtained, then the relaxation will have provided us a solution that is directly comparable to power-equality-constrained problems, like those in [10].

Since the proof of Proposition 1 provides us with the evidence to show that power-bounded solutions occur only in non-singular noise-and-interference environments, we can also demonstrate an additional property of any power-bounded solution: namely, the rank of the overall solution matrix. Recall that for \( B \) to be PSD, \( \mathcal{R}(B_3) \subseteq \mathcal{R}(B_1) \). However, the slackness condition (40) provides that \( B_1 R_{\text{ni}} = -B_2 \Sigma_2 B_2^H \). Since \( R_{\text{ni}} \) is full rank, (40) becomes \( B_1 = -B_2 \Sigma_2 B_2^H R_{\text{ni}}^{-1} \), which implies \( \mathcal{R}(B_1) \subseteq \mathcal{R}(B_2) \). Thus, \( \mathcal{R}(B_1) = \mathcal{R}(B_2) \), and \( \text{rank}(B_1) = \text{rank}(B_2) = \text{rank}(B_3) \leq N \), where the last equality is implied by Proposition 1’s proof and the inequality is obvious.

In fact, we can strengthen this inequality with the following lemma, which relates the pseudo-SINR \( \lambda \) to the optimal power-bounded rank.

Lemma 3: In a power-bounded solution, \( \text{rank}(B) \leq N - \text{rank}(\lambda B_{\text{ni}} - \Sigma_2 B_{\text{ni}}^{-1} \Sigma_2) \).

Proof: Our above note on Proposition 1 is our starting point. Since the matrix product \( B_2 B_{\text{ni}} \) is zero, so is its rank. This further implies \( \text{rank}(B) \leq J - \text{rank}(\Sigma) \). In general, since \( \Sigma \) is PSD, \( \text{rank}(\Sigma) = \text{rank}(R_{\text{ni}}) + \text{rank}(\lambda B_{\text{ni}} - \Sigma_2 B_{\text{ni}}^{-1} \Sigma_2) \). Therefore, generally, \( \text{rank}(B) \leq (NML - \text{rank}(R_{\text{ni}})) + (NML - \text{rank}(R_{\text{ni}}) + \text{rank}(\lambda B_{\text{ni}} - \Sigma_2 B_{\text{ni}}^{-1} \Sigma_2)) \). In a power bounded solution, \( \text{rank}(R_{\text{ni}}) = NML \) and the inverse exists, thus \( \text{rank}(B) \leq N - \text{rank}(\lambda B_{\text{ni}} - \Sigma_2 B_{\text{ni}}^{-1} \Sigma_2) \).

Hence, the only way to guarantee rank-one solutions (and thus immediate solution to (14)) is for \( \text{rank}(\lambda B_{\text{ni}} - \Sigma_2 B_{\text{ni}}^{-1} \Sigma_2) = N - 1 \). That said, as we will show below in Section VII, if there is a single dominant eigenvalue, then the effective rank will be one, and a high quality power-bounded solution may be obtained. This proof also implies that if the solution is not power-bounded, then recovery of a high-quality approximation may be more difficult, as the relaxed solution potentially spans a much larger space (up to \( NML - \text{rank}(R_{\text{ni}}) \) more directions!).

Finally, one might ask if the optimal solution produces non-physical SINR guarantees, since the objective function is the undesired signal variance (and thus the denominator of SINR). For power-bounded solutions, the following lemma confirms that this is impossible; for context, recall from (21) that \( \mu \) is the optimal value of (15)/(16).

Lemma 4: If \( \lambda > 0 \), \( \mu \neq 0 \).

Proof: We prove by contradiction. Assume \( \mu = 0 \). Then applied to (18), we have \( \sigma = C V \beta_2 \). Premultiplying with \( \beta_2^H \), we have \( \beta_2^H \sigma = \beta_2^H C V \beta_2 \geq 0 \) as the quadratic form of a PSD matrix. But we have already established that for \( \lambda > 0 \), \( \beta_2^H \sigma < 0 \), which is a contradiction and our proof is complete.

Hence, a power-bounded solution will necessarily allow some remaining noise and interference energy, small as it might be. Further insights into possible “complete” nulling for non-power-bounded solutions can be found in [21].

B. A Connection with Waterfilling

Using some of these general results from above, we can show that the optimal solution to the KKTs at the power bound satisfies equations that resemble the well-known “waterfilling” concept. First, we begin with a decomposition of the clutter matrix \( C V \). Recall that the rank of the clutter “subspace” (i.e., the rank of \( R_{\text{cl}}(s) \) and thus \( C V \)) is limited by both the physical extent and nature of non-target scatterers and our overall ability to observe this state of nature. For side-looking airborne arrays, the well-known Brennan rule [5], [35] is a reasonable approximation if certain conditions hold, but as [36] showed, a more robust result is obtained by applying the Landau-Pollak theorem. In any case, let us assume that the “true” rank of the clutter is \( Q_{\text{eff}} \leq Q \leq N^2ML \) (the subscript denoting the \textit{effective} number of clutter
patches. Then, we can use the economy eigendecomposition to find two equivalent representations of $C_V$, namely:

$$C_V = \tilde{U}_C D_C \tilde{U}_C^H = \sum_{i=1}^{Q_{eff}} \nu_i \hat{u}_i \hat{u}_i^H.$$  

Here, $\tilde{U}_C \in \mathbb{C}^{N^2 ML \times Q_{eff}}$ is the matrix that forms the basis for the $Q_{eff}$-dimensional vectorized clutter subspace, whose ith column is the eigenvector $\hat{u}_i \in \mathbb{C}^{N^2 ML}$, $i \in \{1, \ldots, Q_{eff}\}$. $D_C \in \mathbb{C}^{Q_{eff} \times Q_{eff}}$ is a diagonal matrix whose vectorizations are partial isometry. $B_N = 0$ is a diagonal matrix whose (i, i)th element is the nonzero eigenvalue $\nu_i$. We can also consider the full eigendecomposition $C_V = \tilde{U} D \tilde{U}^H$. Here, the unitary matrix $\tilde{U} = [\tilde{U}_C \; \tilde{U}_N]$, where $\tilde{U}_C$ is as above and $\tilde{U}_N$ collects the $N^2 ML - Q_{eff}$ eigenvectors in the nullspace of $C_V$, which we can regard as the vectors $\hat{u}_i$, $i \in \{Q_{eff} + 1, \ldots, N^2 ML\}$. $D$ is just the direct sum of $D_C$ and $N^2 ML - Q_{eff} \times N^2 ML - Q_{eff}$ all-zeros matrix. This decomposition also provides us with an alternative representation of the signal-dependent clutter covariance matrix $R_{c}(s)$. Let us assume that there is a set of $N^2 ML$ matrices $\hat{U}_i \in \mathbb{C}^{N^2 ML \times N}$ whose vectorizations are vec($U_i$) = $\hat{u}_i$ — that is, they correspond to the eigenvectors of $C_V$. Then, the signal-dependent clutter covariance can also be given by

$$R_{c}(s) = \sum_{i=1}^{Q_{eff}} \nu_i U_i s s^H U_i^H.$$  

(22)

We note that $U_i^H U_i = \frac{1}{N} I_N$ for all $i$, not just those in the clutter indices. Thus, $\sqrt{N} U_i$ is a rank-$N$ partial isometry.

Now, given this formulation, we can show a waterfilling-like effect by combining the matrix slackness condition (42) and one of the Lagrangian conditions. If we recast (18) in matrix form, and use the set of partial isometries, it expands to

$$\Sigma_2 = \sum_{i=1}^{Q_{eff}} \nu_i \text{tr}(U_i^H B_2) U_i - \hat{\mu}^* T.$$  

(23)

Substituting this into (42) gives us

$$R_{ni} B_2 = \hat{\mu}^* T B_3 - \sum_{i=1}^{Q_{eff}} \nu_i \text{tr}(U_i^H B_2) U_i B_3.$$  

(24)

Let us assume that we are power-bounded and everything that implies from the lemmas above. Thus, we can “directly” find $B_2$ by applying $R_{ni}^{-1}$ above to obtain:

$$B_2 = \hat{\mu}^* R_{ni}^{-1} T B_3 - \sum_{i=1}^{Q_{eff}} \nu_i \text{tr}(U_i^H B_2) R_{ni}^{-1} U_i B_3.$$  

(25)

Premultiplying both sides with $U_j^H$ and taking the trace gives us

$$\text{tr}(U_j^H B_2) = \hat{\mu}^* \text{tr}(U_j^H R_{ni}^{-1} T B_3) - \sum_{i=1}^{Q_{eff}} \nu_i \text{tr}(U_j^H B_2) \text{tr}(U_j^H R_{ni}^{-1} U_i B_3).$$  

(26)

We can extract the $j$th term from the sum and collect it on the left hand side to obtain

$$\text{tr}(U_j^H B_2)(1 + \nu_j \text{tr}(U_j^H R_{ni}^{-1} U_j B_3)) = \hat{\mu}^* \text{tr}(U_j^H R_{ni}^{-1} T B_3) - \sum_{i=1}^{Q_{eff}} \nu_i \text{tr}(U_j^H R_{ni}^{-1} U_i B_3) \text{tr}(U_j^H B_2).$$  

(27)

Now, the second term on the left-hand side of the above equation could be divided out as long as there was a guarantee it was always positive. First, if $\nu_j = 0$, this term is 1, which is positive. Otherwise, $\nu_j > 0$ since they are the non-zero eigenvalues of a positive semidefinite matrix. Next, we need to examine the trace statement. $B_3$ is positive semidefinite by construction, and $U_j^H R_{ni}^{-1} U_j$ is positive definite because each $U_j$ is a full rank scaled partial isometry and $R_{ni}$ is positive definite (see [32, Theorem 7.7.2]). Thus, the trace of this matrix product is always positive and real. With this in hand, we can now say

$$\text{tr}(U_j^H B_2) = \hat{\mu}^* \frac{\text{tr}(U_j^H R_{ni}^{-1} T B_3)}{1 + \nu_j \text{tr}(U_j^H R_{ni}^{-1} U_j B_3)} - \sum_{i=1}^{Q_{eff}} \nu_i \text{tr}(U_j^H R_{ni}^{-1} U_i B_3) \text{tr}(U_j^H B_2).$$  

(28)

Since $B_3$ is a relaxed version of $s s^H$, we can regard the expression $\nu_j \text{tr}(U_j^H R_{ni}^{-1} U_j B_3)$ to be a relaxed form of $\nu_j s s^H U_j^H R_{ni}^{-1} U_j s$, which is (effectively) a clutter-to-noise-and-interference ratio for the $j$th basis matrix. Similarly, $\text{tr}(U_j^H R_{ni}^{-1} T B_3)$ is a joint target-and-clutter to noise-and-interference ratio, and the cross term $\nu_j \text{tr}(U_j^H R_{ni}^{-1} U_j B_3)$ captures the ratio of patch-to-patch interaction and the noise-and-interference level. Thus, the first term on the right hand side is effectively a normalized measure of the clutter-matched target spectrum given a signal basis $B_3$, and the right hand side is a normalized measure of the interclutter spectrum given that same basis.

Traditional waterfilling dictates that power is preferentially injected to bands where the overall signal-to-noise ratio is high, proceeding to “worse” off bands until the available power is exhausted. This is somewhat inverted in (28) because the left-hand side is an unscaled version of the subspace alignment between the solution $B_2$ and the $j$th canonical clutter transfer matrix $U_j$. Naively, we would like to minimize this alignment for $j \in \{1, \ldots, Q_{eff}\}$, since aligning with the clutter would nominally degrade our matching of the target. However, the coupled nature of (28) requires more nuance than that. First, observe that for the non-clutter directions, i.e., $j \in \{Q_{eff} + 1, \ldots, N^2 ML\}$, $\nu_j = 0$ and (28) becomes

$$\text{tr}(U_j^H B_2) = \hat{\mu}^* \text{tr}(U_j^H R_{ni}^{-1} T B_3) - \sum_{i=1}^{Q_{eff}} \nu_i \text{tr}(U_j^H R_{ni}^{-1} U_i B_3) \text{tr}(U_j^H B_2).$$  

(29)
This means that the solution’s alignment in the non-clutter directions follows that of the whitened target’s, less the combined crossover between non-clutter and clutter in the whitened spectrum. If the target is strong in these directions, the solution will align towards them. Otherwise, the solution must match the target in-spectrum as near as possible in directions both where the whitened clutter power is the lowest and the alignment with other directions is minimized. This corresponds to the findings in [19], which showed a similar behavior in two-step mutual information waveform design over consecutive transmit epochs. In this case, the “two steps” can be regarded as the trans-receive pair instead of sequential temporal designs, and the “separation” is between target and clutter instead of different targets.

But what of the value \( \tilde{\mu} \)? This clearly relates to the total available resources – in this case, \( \kappa \) and \( P_b \) – and provides us with the “water” in waterfilling. We can find a form of \( \tilde{\mu} \) by reexaming (25) as follows. First, we premultiply by the target matrix \( T^H \) and take the trace of both sides. Recognizing that a feasible solution satisfies \( \text{tr}(T^H B_2) = \kappa^* \), we now have

\[
\kappa^* = \tilde{\mu}^* \text{tr}(T^H R_{ni}^{-1} T^H B_3) - \sum_{i=1}^{Q_{si}} \nu_i \text{tr}(U_i^H B_2) \text{tr}(T^H R_{ni}^{-1} U_i B_3). \tag{30}
\]

This is where the traditional waterfilling appears, since we are saying that the gain across the target (which we know in this case to be \( \kappa^* \)) is the upper bound on the available resources (given by the first term) minus the overall impact of the clutter weighted by its alignment (the second term). According to the above argument, \( \text{tr}(T^H R_{ni}^{-1} T^H B_3) \) is never zero. Therefore, after rearrangement, a final form for \( \tilde{\mu}^* \) is:

\[
\tilde{\mu}^* = \kappa^* + \sum_{i=1}^{Q_{si}} \nu_i \text{tr}(U_i^H B_2) \text{tr}(T^H R_{ni}^{-1} U_i B_3) \frac{\text{tr}(T^H R_{ni}^{-1} T^H B_3)}{\text{tr}(T^H R_{ni}^{-1} U_i B_3)}. \tag{31}
\]

Thus, the optimal solution to the relaxed problem (particularly when power-bounded) describes a generalized whiten-and-match trans-receive filter process that exhibits waterfilling behavior, shaping the transmit process to match the target’s response in clutter as much as possible while still minimizing the clutter response.

### VII. Simulations and Results

In this section, we demonstrate the utility of our proposed relaxation scheme through comparative numerical simulation. While we have preliminarily reduced solving the QSDP (16) to a matrix completion problem, it is possible to solve the problem numerically with commercial solvers. Most of the analysis presented here is enabled by the modeling toolbox CVX [37], [38] and the solvers SDPT3 [39], [40] and SeDuMi[41].

Unless otherwise stated, the scenarios presented to the solver were as follows:

- As noted in [21], our available computational resources and current simulation environment constrain our overall problem size. Therefore, in this case, we assume \( N = 5 \), \( M = 5 \), and \( L = 16 \). However, we do not believe that this is an inherent limitation which precludes the applicability of our technique to larger problem sizes.

The radar operates on a carrier frequency of \( f_c = 1 \ \text{GHz} \) and transmits pulses at a pulse repetition frequency of \( f_p = 20 \ \text{kHz} \). The receive array has an interelement spacing of \( d = \lambda_c/2 \). The noise covariance matrix was a scaled correlation matrix with correlation function \( \exp(-0.05|n|) \) for \( n \in \{1, \ldots, NML\} \). Interferers were placed at the azimuth-elevation pairs \( (0.3941, 0.3) \) radians and \( (-0.4951, 0.3) \) radians, with correlation matrices given by the Toeplitz matrix associated with the correlation function \( \exp(0.2/|l|) \) for \( l \in \{1, \ldots, NL\} \). The clutter was modeled with \( Q = 25 \) patches of \( P = 5 \) scatterers each, equally spaced over the azimuth interval \( (-\pi/2, \pi/2) \) at an elevation angle of \( \frac{\pi}{2} \) radians. Adjacent scatterers within each patch are correlated with coefficient \(-0.2\). The target was placed at the angle coordinates \( (\theta_t, \phi_t) = (0.3, \frac{\pi}{2}) \) and travels at a relative normalized Doppler frequency of \( -0.255 \). In all cases, we have made the Capon constraint real.

To obtain \( s, w \) from our method, we generated the best “rank-1” approximation through the principal singular vector of \( B \) weighted by the associated singular value, then rescaled as necessary to meet the constraints. In practice, violations of the equality constraint are minimal and do not affect the overall performance of our method.

Some of the following results involve comparisons with competing algorithms, which we detail here. First, we consider the alternating minimization (AM) scheme of Setlur & Rangaswamy [3], which Tang and Tang [12] later reported as their “Algorithm 1” despite operating on a different cost function. This technique initializes the problem in (13) with a fixed signal \( s_{init} \) and solves for \( w \) (the W-step), then uses that optimal \( w \) in (13) to solve for a new \( s \) (the S-step), and so on until convergence. We also compare against a modified version of the relaxed alternating minimization scheme of Aubry, et al. [10] (AA2), which attempts to directly maximize the SINR through a similar procedure to AM, but uses a linear SDP in the S-step. Our modification removes the similarity constraint, which necessitates a small change in the rank-1 signal decomposition – the similarity constraint matrix is replaced by the target gain matrix. It is here we note two primary advantages of our method: it requires no problem-dependent initialization, other than what the available solving method dictates, and it is not an explicitly iterative scheme.

#### A. Characterization of the Relaxed Solution

We begin by briefly examining the resulting solution matrix \( B^* \) of the relaxed design problem in (16) and related formulations for the common scenario. Despite QSDPs lacking the solution rank guarantees of linear SDPs, we have found that, depending on the parameter scaling, the given solver produces solutions of rank no greater than \( N \), as predicted by Lemma 3. This rank property of \( B^* \) is demonstrated in Fig. 1, which displays the solution’s first 2\( N \) eigenvalues on a logarithmic scale over variation in \( \kappa \) and \( P_b \) for the common scenario above. Fig. 1(a) demonstrates that generally, as \( \kappa \) decreases for a fixed power level (here, \( P_b = 10^3 \)), the effective numerical rank of \( B^* \) approaches \( N \). This indicates a transition region must exist where the desired gain falls below some threshold dictated by the noise, interference, and clutter characteristics. In contrast, as
shown in Fig. 1(b), varying the power $P_o$ for a fixed $\kappa$ (here, $\kappa = 100$) only affects the overall size of the eigenvalues, not the rank. As demonstrated in [21], this also has implications for the utility of constructed rank one approximations. In summary, we have demonstrated that across most parameter choices, the relaxed solution is effectively rank one, which validates our choice of approximate retrieval scheme.

B. Interference Effects

In this subsection, we consider the impact of interference on the relaxed solution only. Our goal here is to determine if the relaxation produces some unknown or unexpected bias or inability to null or mitigate the impact of interference due to the relaxation itself.

To examine this effect, we consider the traditional adapted pattern for STAP, which plots the following function

$$P(f_d, \theta; \phi) = \left| w_\alpha^H (v(f_d) \otimes s_o \otimes a(\theta, \phi)) \right|^2. \tag{32}$$

That is, the adapted pattern for a given beamformer-signal pair $w_\alpha, s_o$ is a function of the Doppler frequency $f_d$ and the azimuth $\theta$ at a given elevation $\phi$. We consider the same simulation parameters as above, with and without interference, and provide the overall adapted pattern at an elevation cut matched to the target.

With no interference, the naive implementation performs relatively well, as illustrated in Fig. 2. The target is well localized, with the peak of the pattern at its location, and a deep null is steered along the clutter ridge (represented by an X at each patch’s angle-doppler phase center).

Now suppose we inject a broadband interferer “close” to the target – as a reminder, the target is at $(\theta_t, \phi_t) = (0.3, \pi/3)$ radians and the interferer is at $(\theta_I, \phi_I) = (0.3941, 0.3)$ radians. Fig. 3 shows the adapted pattern under these conditions. Note that a clear bias is introduced by the interferer, since in this case we lack the spatial receive resources necessary to null it exactly. Observe, however, that an aliased null is present in the spectrum, indicating that it is merely a sampling issue and not a failure of the scheme to identify the interference. Furthermore, we have found that if the elevation cut of the adapted pattern is taken
at the elevation of the interferer, a clear null at the appropriate azimuth appears.

We note that this interference impact (in all cases) is mitigated by increasing $M$ in our simulations. This is not surprising, since more antenna elements over the same aperture increases the degrees of freedom available to null interference and localize the target.

C. Comparison with Alternating Minimization Schemes

In this subsection, we compare the performance of our approximate relaxed BQP (RBQP)/QSDP solution to the existing methodologies in the literature described above.

One means of comparison between these algorithms is the robustness of the output SINR for each scheme to variations in the target Doppler frequency $f_d$. For ease of comparison, we presented the two iterative solvers with parameters we found to assist their convergence: each was initialized with the same chirp waveform having a time-bandwidth product of 50, but the waveform used to initialize AA2 was scaled to have $P_o = 1$, and the resulting SINR was then rescaled to match the actual power constraint $P_o = 1.07$. This is because the authors in [10] claim the algorithm is invariant to scaling. To further facilitate equal comparison, we set $\kappa = \sqrt{P_o}$, which is what AA2 natively produces after rescaling. The convergence threshold for AA2 is set to $\epsilon = 10^{-3}$, and AM is terminated after 20 iterations (which provided a comparable convergence factor). Fig. 4 shows this metric for each of the considered algorithms – our scheme (labeled RBQP), AM, and AA2 – when applied to the common scenario mentioned previously.

First, it is clear that the solutions produced by RBQP and AM are extremely robust to changes in target Doppler at scale, while AA2 has significant variation. Furthermore, in this scenario, our method generally outperforms both competing algorithms in terms of overall SINR and minimum detectable velocity. The relative gap between RBQP and AM at larger Doppler shifts makes sense, given that our method is a relaxation of that in [3] and that AM is terminated rather quickly.

We note here that additional simulations have shown AA2 can outperform both the RBQP procedure and AM, but this requires a number of highly controlled and generally unrealistic assumptions. Namely, the convergence threshold must be fairly high (say, $\epsilon = 1$, if not higher) and $P_o = 1$. Even under these conditions, AA2 often merely produces a permuted version of the initializing waveform, which does not significantly change the initial objective value.
The performance benefits provided by RBQP can also be observed in the adapted patterns mentioned in the subsection above. Consider a case where only the second interferer, located at the azimuth-elevation pair (−0.4951, 0.3) radians, is active. Furthermore, assume that the clutter and target are both at the same elevation angle as the interferer. The target remains at an azimuth of 0.3 radians but, due to the elevation change, the target relative Doppler is now −0.087. We note that the only major difference from the previous scenarios is the change in elevation angle for the clutter patches and target.

Fig. 5 shows the adapted pattern at the target elevation cut for each algorithm, with the 0 dB reference set at the notional peak for each algorithm – by construction, this is \(|\kappa|^2 = P_o\). However, as we showed in Fig. 4, this does not mean that the algorithms have no difference in detection properties, since the SINR obtained by RBQP is superior to the other two algorithms. Therefore, the adapted patterns shown should not be viewed as directly comparable in terms of SINR, but in terms of relative features and cancellation near the interference, clutter, and target. In all patterns, we can see that the target is well-resolved, deep nulls are placed along the clutter ridge, and a null is placed near the azimuth of the interferer. We can see, though, that both our method (Fig. 5(a)) and AM (Fig. 5(b)) further shape the spectrum by shifting the phase centers of the target response’s Doppler sidelobes away from that of the known target (demarcated by the ⊙) and reducing other sidelobes nearer to the ridge. The relative similarity between these two adapted patterns is generally unsurprising, given the similar SINR performance shown above.

In contrast, AA2 (Fig. 5(c)) retains a more typical grating lobe structure, with no additional nulling or shaping beyond the clutter ridge and interference null. This, in turn, corresponds to the lower SINR seen in Fig. 4. There are a variety of possible explanations for this behavior, the specifics of which are the subject of ongoing research that will be reported in the future.

Not only is a performance improvement obtained, but the RBQP algorithm has a reduced computational load compared with AA2 in [10], as shown in Table I, which lists the median runtime and standard deviation for each algorithm across the Doppler frequency sweep above.

While our algorithm is slower than AM (for a fixed number of iterations), AA2 is inconsistent and slower than either RBQP or AM. In fact, AA2’s execution time varied significantly with the target Doppler’s relative alignment to the clutter. Again, the restrictive cases mentioned above can improve the runtime of AA2, but at the cost of the aforementioned caveats.

### VIII. Conclusions

In this paper, we reconsidered the problem of [3] under the relaxed biquadratic program framework. We provided a brief non-convexity proof and demonstrated the linkage to QSDPs when relaxed. We then showed that the KKTs require power-bounded solutions when the noise-and-interference matrix is full rank, and that such a solution admits a waterfilling interpretation. Simulations demonstrated that our method produces nearly rank-one solutions in many scenarios and is capable of producing excellent adaptive solutions with a reasonable additional computational cost. Future work will attempt to generalize these findings and demonstrate its utility for other radar system models that admit a channel response representation. Additionally, we anticipate that exploiting additional realistic waveform constraints will produce even more robust and practical solutions. Finally, we anticipate that exploiting other QSDP solvers will result in better computational costs and more robust solutions for fully-adaptive radar.

### APPENDIX A

**Proof of Theorem 1**

In this appendix, we provide an abbreviated proof of Theorem 1. In order to prove that the Slater Condition is satisfied, we first find the generic matrix that satisfies the equality constraints, then ensure the resulting matrix is both positive definite and strictly satisfies the power inequality. As a combined matrix-vector equation, the complex equality constraints are given by

\[
\begin{bmatrix}
\tilde{\tau}^T & \tilde{\tau}^H
\end{bmatrix}
\begin{bmatrix}
\kappa
\end{bmatrix} =
\begin{bmatrix}
\kappa \ast
\end{bmatrix}
\]

where \(E\) is implicitly defined.

We first demonstrate that a generic matrix solution exists to this equation and provide its form. Since \(E\) is a fat matrix, its pseudoinverse is \(E^\dagger = E^H (EE^H)^{-1}\). It can be shown that the Gramian matrix above is

\[
\begin{bmatrix}
\tilde{\tau}^T & \tilde{\tau}^H
\end{bmatrix}
\begin{bmatrix}
\tilde{\tau}^T & \tilde{\tau}^H
\end{bmatrix}^H = \|T\|_F^2 I_2.
\]

So long as we have a non-zero target matrix, this is always invertible. Furthermore, this implies that \(P_E = EE^\dagger = I_2\) and hence a solution to (33) always exists. Therefore, a general solution to the equality constraints is the matrix

\[
B = Z + \frac{1}{\|T\|_F^2}
\begin{bmatrix}
0_{NML \times NML} & (\kappa - \text{tr}(T^H Z_2)) T
\end{bmatrix},
\]

where \(Z\) is a Hermitian matrix of identical dimension and partitioning to \(B\). This additional matrix is necessary because the min-norm solution obtained by setting \(Z = 0_{J \times J}\),

\[
B_{\text{min}} = \frac{1}{\|T\|_F^2}
\begin{bmatrix}
0_{NML \times NML} & \kappa^* T
\end{bmatrix},
\]

is an indefinite matrix, and hence not a Slater point. Hence, it is now sufficient to prove there exists a \(Z\) such that \(B > 0\) and \(\text{tr}(Z_2) < P_o\). We make the judicious choice that \(Z_2 = 0_{NML \times N}\). Under this assumption, our solution matrix is

\[
B = \begin{bmatrix}
Z_1 & \kappa \|T\|_F^2 T
\end{bmatrix}.
\]
The positive definiteness requirement can then be expressed as the matrix inequalities

$$Z_1 \succ 0,$$  
$$Z_3 - \frac{|\kappa|^2}{\|T\|^2_F}T^HZ_1^{-1}T \succ 0$$

Here, we rely on another judicious choice, setting $Z_1 = I_{NML}$, which is clearly positive definite.\footnote{We can make this choice because $NML > N$. If, for whatever reason, the number of transmit resources were greater than the number of receive resources, then we could start with $Z_3$ and continue from there.} Now, it is merely sufficient to prove there exists $Z_3$ such that $Z_3 \succ \frac{|\kappa|^2}{\|T\|^2_F}T^HT$ and $\text{tr}(Z_3) < P_o$. Let us assume that such a matrix exists. Following [32, Corollary 7.7.4(d)], since $Z_3 \succ \frac{|\kappa|^2}{\|T\|^2_F}T^HT$, then $\text{tr}(Z_3) > \frac{|\kappa|^2}{\|T\|^2_F} \text{tr}(T^HT) = \frac{|\kappa|^2}{\|T\|^2_F}$. But we already know that $\text{tr}(Z_3) < P_o$. Hence, we have the chained inequality

$$P_o > \text{tr}(Z_3) > \frac{|\kappa|^2}{\|T\|^2_F}.$$ 

It therefore follows that there will exist such a matrix $Z_3$ if and only if $P_o > \frac{|\kappa|^2}{\|T\|^2_F}$. Hence, we have found the sufficient condition of Theorem 1 directly and the proof is complete. We note that a sufficiently good choice is $Z_3 = \frac{\alpha}{N}I_N$, with $\alpha$ in the aforementioned interval.

APPENDIX B

FURTHER DETAILS OF THE PRIMAL KKTs

In this appendix, we summarize the derivation of the KKT conditions mentioned in Section V-B.

1) KKT Condition 1: Let $\Sigma$ be the slackness variable associated with the PSD condition on $B$, and let $\sigma$ be its vectorization. Furthermore, let $\rho = \text{vec}(R_{ni})$. When vectorized, the Lagrangian of (17) under complex constraints is

$$L(B, \Sigma, \mu, \lambda) = \beta^H(\tilde{C}_V \beta + \rho + \mu^* \tilde{\tau} + \lambda \psi_S - \sigma)$$

+ $\mu^* \kappa - \lambda P_o.$ \hspace{1cm} (34)

After taking the appropriate derivative, KKT Condition 1 is

$$\left(\tilde{C}_V + K_{JJ} \tilde{C}_V K_{JJ} \right) \beta = \sigma - (\rho + \mu^* \tilde{\tau} + \mu \tilde{\tau}_H + \lambda \psi_S). \hspace{1cm} (35)$$

where $\tilde{\tau}_H = \text{vec}(\tilde{T}^H)$. Given four disjoint projection matrices $P_{WW}, P_{SW}, P_{WS}, P_{SS}$ of appropriate dimension, we can decompose the vectorizations of $B$ and $\Sigma$ into sums of vectorizations of each partition. For example,

$$\beta = P_{WW}^T \beta_1 + P_{SW}^T \beta_2 + P_{WS}^T \beta_{2, H} + P_{SS}^T \beta_3$$

where the subscript indicates which submatrix is vectorized, and $\beta_{2, H} = \text{vec}(B_{2, H}^H)$. It can be shown [21], then, that (35) implies (17) so long as

$$C_V \beta_2 = \sigma_2 + \mu^* \tau \hspace{1cm} (36)$$

whose solution exists if and only if $P_{\tilde{C}_V} \sigma_2 = -\mu^* P_{\tilde{C}_V} \tau$ where $P_{\tilde{C}_V} = I_{N^2ML} - C_V C_V^H$ is the orthogonal projector onto the nullspace of $C_V$. Additionally, the matrices $B_1$ and $B_3$ are “free” parameters under (35), but they are constrained by later conditions.

2) KKT Conditions 2-4: The Inequality Constraints: With the gradient condition exhausted, we turn to the inequality constraints (power bound, positive-semidefiniteness of the solution) and their related conditions. For convenience, we shall attack these somewhat independently in separate subsections, though they will interact.

a) The power constraint: Using the partition mentioned above, the conditions related to the power constraint are:

$$\lambda \geq 0 \hspace{1cm} (37)$$

$$\text{tr}(B_3) - P_o \leq 0 \hspace{1cm} (38)$$

$$\lambda \text{tr}(B_3) - P_o = 0. \hspace{1cm} (39)$$

A nice result of the slackness condition is $\lambda \text{tr}(B_3) = \lambda P_o$, which we will use later. The other “result” is that $\lambda = 0$ when the solution does not reach the power bound, and $\lambda > 0$ when it does. This fact will inform interpretations of the solution found in Section VI.

b) Positive semidefiniteness of $B$: The conditions for semidefiniteness of the relaxed beamformer-signal basis are slightly more complex, but reveal a significant amount of structure to the solution. First, the direct form of these conditions are

$$\Sigma \succeq 0, \ B \succeq 0, \ \Sigma B = 0_{J \times J}.$$ 

Of course, in this form, they are not especially useful. However, given (17), we know the structure of $\Sigma$ somewhat. The most useful characterization of semidefiniteness here is that $\Sigma$ is PSD iff a contraction $X \in C^{NML \times N}$ exists such that $\Sigma_2 = \sqrt{N}R_{ni}^{1/2}\ X \ (\text{see [32, Theorem 7.7.9(a,b)]}).$

The complementary slackness condition for the matrix case reduces to the following 4 equalities:

$$B_1 R_{ni} = -B_2 \Sigma_{2}^H \hspace{1cm} (40)$$

$$B_1 \Sigma_2 = -\lambda B_2 \hspace{1cm} (41)$$

$$B_2^H R_{ni} = -B_3 \Sigma_{2}^H \hspace{1cm} (42)$$

$$B_2^H \Sigma_2 = -\lambda B_3. \hspace{1cm} (43)$$

These conditions have significant consequences in Section VI, but they also result in equivalent forms for $\lambda$. First, taking the trace of (43) and substituting in (39) on the right hand side, we have

$$\lambda = \frac{\text{tr}(B_2^H \Sigma_2)}{P_o}. \hspace{1cm} (44)$$

Since $\lambda$ is both real and nonnegative, this means that $\text{tr}(B_2^H \Sigma_2)$ is real and nonpositive. We can apply this to the trace of (40) to obtain another form, $\lambda = \frac{\text{tr}(B_1 R_{ni})}{P_o}$.

We can also apply this logic to (36) to reveal an interesting consequence about the cost function. If premultiplied by $\beta_2$ and rearranged,

$$\beta_2^H \sigma_2 = \beta_2^H C_V \beta_2 - \mu^* \beta_2^H \tau$$

Applying the equality constraint, this is equivalent to

$$\beta_2^H \sigma_2 = \beta_2^H C_V \beta_2 - \mu^* \kappa.$$
(Incidentally, this implies $\mu' \kappa$ is real, and hence the optimal phase of $\tilde{\mu}$ is that of $\kappa$.) From the above, however, we can see that $-\beta_2^H \sigma_2 = \lambda P_\omega = \text{tr}(B_2 R_{\text{nul}})$, and so

$$\mu' \kappa = \beta_2^H C_\nu \beta_2 + \text{tr}(B_2 R_{\text{nul}}).$$  

(44)

The right hand side of (44) is immediately recognizable as our objective function, which implies a potential future analysis on the dual problem that is equivalent to our findings here.

3) KKT Condition 5: Equality Constraints: This is the final major KKT condition left to examine, because KKT Condition 6 is trivially satisfied by $C_\nu$ being positive semidefinite. Here, our primary concern is the equality constraint $\beta_2^H \tau = \kappa$. According to the first KKT condition, we know that

$$\beta_2 = C_\nu^H (\sigma_2 + \mu' \tau) + P_\nu^H z_2.$$  

(45)

for some vector $z_2 \in \mathbb{C}^{N_{M_L}}$. Substituting this into the equality constraint gives us

$$\sigma_2^H C_\nu \tau + \mu' \tau^H C_\nu^H \tau + z_2^H P_\nu C_\nu \tau = \kappa.$$  

(46)

More importantly, we recognize that the columns of $B_2$ and $T$ must align for there to be a non-trivial feasible solution.
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