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Abstract—This paper studies a two source, two destination channel model is different from the one used in [8]-[12]
Gaussian interference channel in the presence of a cogniévelay. in that, each transmitter has access to only their resmectiv
The cognitive relay has access to the messages transmitte§l b eg5ages. However, we assume that there is a cognitive relay

both the sources and assists them in communicating the mesggss d hich h | to th f both
successfully to their respective destinations. An achiebte rate 100€ WNICh has non-causal access (o the messages of bo

region for the system is derived by combining the Han-Kobayahi  the transmitters. This relay node serves only to assist the
coding scheme for the general interference channel with diy two transmitters in communicating their messages to their

paper coding. The paper also derives outer bounds on the respective receivers. An achievable region for this sysem
capacity region and obtains the degrees of freedom of the ggsn. described in [13].

In this paper, we present a new achievable region for the
. INTRODUCTION Gaussian interference channel with a cognitive relay. This
) ) o ) region is a generalization of the achievable region given in
_ Practical wireless communication systems are in 9ENefe3]. The coding scheme used in this paper is a combination of
interference limited. The interference channel is a weltist .o Han-Kobayashi coding scheme for the general interéeren
led problem. However, the capacity region of the two US@hanne| [14] and Costa's dirty paper coding [15]. The Han-
interference channel is still an open problem (even for the,avashi coding scheme was also used for the interference
Gausgan case). The capacity region is known only for a f%annel with a normal (non cognitive) relay in [16]. We
special classes of interference channels such as the Gausgitorm dirty paper coding simultaneously for both the sser
interference channel with strong interference [1], dierej qtead of time sharing between the two users as was done
memoryless inter_fe_re_nc_e channel with strong interferd@te ;, [13]. We derive outer bounds on the capacity region of
a class of deterministic interference channels [3] and 5@ o Gaussian interference channel with a cognitive relaygus
discrete additive degraded interference channels [4]eR8¢  oqits on MIMO cognitive radio channel from [12] and using
Etkin et. al. characterized the capacity region of the Ganss g4 ard information theoretic inequalities. We also\detie

interference channel to W'th”?‘ one bit [S]. In other recerHegree of freedom (d.o.f.) region of the interference clkann
works [6][7], the authors derive new outer bounds for th@i, cognitive relay. We show that we can achieve the full
Gaussian interference channels and achieve the sum 0apagily ees of freedom of a two user no-interference channel for
under certain channel conditions. a large range of channel parameters.

Networks with cognitivg_users are gaining prom.inepce_with Throughout the paper, we denote random variables by capi-
the development of cognitive radio technology, which iS@im ) |etters; their realizations by lower case and their ahgits

at improving the spectral efficiency and the system perfqgy, cjjigraphic letters (egX,« and X' respectively). We de-
mance by designing nodes which can adapt their strateg@bagge vectors of length with boldface letters (e.g™), and the
on the network setup. Much recent work has been focused 90 olement of a vectog” by z;. For any sefS, S andCH(S)

the two user interference channel with a cognitive transmit 4o ota the closure and convex hull $frespectively. For any

[8]-[12]. In this channel setting, one of the transmittees h vector or matrixA, A’ denotes its transpos@r(A) denotes

non-causal access to the message transmitted by the ofj€rirace of a matrixA. We define the functiord, : R, — R
transmitter. In this paper, we study a two user GaussiggL(x) = Llog(1 + )
5 .
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Xi(my Y, —= i

Let P denote the set of
(Plla .P127 P217 P227 P’r‘lla PT127 PT217 P’r‘227 PT37 PT4)
described by

Cognitive Relay
P, X, (my,my)

Xao(my) Y, —=— iy ( P11, Pia, Po1, Pea, Pri11, Pra2, ) .
Transmiter: ' | Receiver2 Pro1, Praz, Prs, Pra ‘
" P+ P2o=P )
Fig. 1. System model for Gaussian Interference Channel @ilnitive Po1 4+ Py =P
Relay. P+ Pri2 + Pro1 + Proo + Prs + Pra = P

Let P* € P. Let a1, 9,031,602 € {—1,1}. We denote

m; € {1,...,2"7%} to be communicated to destinatign 711712,721,722 as follows :

overn channel uses. The relay has non-causal access to both

the messages; and m, and assists the two sources. Let iy = (VP +ajey/Prj)?, g € {12}, ®)
X1, X5, X, andY7, Y5 denote the random variables represent- roj = (by/Poj + Bjei/Pr2j)?, j€{1,2}.

ing the respective channel inputs and outputs. Then, th&-inp
output relationship can be represented by the system eqaati Let R% (a1, az, 51, 32) denote the set described by

Vi=Xi+bXe+aX,+2 (1) (Ri1,Ri2,R21) : Ri1 > 0,R12 > 0,R21 >0
Yo =aXi + Xo 4+ 2 X + Zo, r
R = L 1+T22+C%1(}3T3+Pr4)
wherea, b, ¢; and ¢y represent the channel gains as shown o
in Figure 1.7; and Z, denote the additive noise which are Riz< L Traatcd(PratPra)
i.i.d. Gaussian random variables distributed 0, 1). The
channel inputs must satisfy the following power constsaint Ra1 <L m
n : . (9)
R Ris < L r11t+712 (
%ZE[XJZ,J <P, je{l2r}h @ R G (e
=1 711 +7
R+ R < I\ T 0o vpy
A (27t 2Bz . Pe) code consists of message sét§ = S
];{1,.i_.,2"31} and My = {1,...,2"%2}, three encoding Rz + R < L o 2% F iy
unctions
Ri1 + Ri2 + Ro1 < L<%)
fi: My — X, fa: My — X3 1+raa+ci (Pr3+Pra)

©)
. n
fr: My x My — X, We denotes;y, s12, 821, So2 as follows :

s1; = (a\/Pij + ajea\/Prj)?, je{1,2}, (10)

gV = My, g2 Yo = M, @ s2j = (v/Poj + Bjcan/Pr2y)®, j €{1,2}.

such that the transmitted codewordl§', X3 and X7 satisfy
the power constraints given by (2) and an error probabilitR%)" (a1, az, 31, 32) denotes the set described by
< Pe =max(P.1,P.2). Fort =1,2, we have

and two decoding functions

(Ri2, R21, R22) : R12 > 0,R21 > 0, R22 > 0

1 n
Per = (R TR Z Prlg(Y¢) # mi|(m1,mz) senf. (5) Ris < L 512
(m1,m2) = 1+s11+c3(Pra+Pra)
A rate pair(R;, Ro) is achievable if there exists a sequence B < L{ o5 a3traren
of (27 2nf2 n pe(™) codes such thate™ — 0 as .
n — oo. The capacity region of the interference channel with Roo <L\ 753555
" H +s11+ 2( r3+ 7‘4)
cognitive relay Is then the set of all rate pa{8;, R») that e (11)
are achievable, and is denoted 8y-. The d.o.f. region of Rix+ Rt < L 55% 8 — '
. . . o . s11+c5(Pr3+Pra)
the Gaussian interference channel with cognitive relays
. S12+522
defined as Ri24+ R22 <L o te2(Pra T Poa)
(d1,d2) € RY : Vw € Ry, o152
D={ wdi+dx <lmsupp ,p p .o . (6) Ror + Raz < L I+s11+c3(Pra+Pra)
Sup(Rl,R2)€CIC log(P1+Pa+Pyr) Ria + Ro1 + Ros < (%)




Z

Let @ = (a1,00) and § = (61, ). Let Rf (@, 3) and i Ressir 1
Rin, P, (@, ) be the set of rate pairdR;, R) described by ’

Co-operating Transmitters
VP + Py + 7P,

(Ri,R2): R1 >0,R2>0 o)
Ri1 = Ri1 + Ri2 + Ris v
Ry = Ror + Roo + Rz ?—)R:;ewerz
P = (Ri1, Ri2, R21) € R (@, B) 2
- = S 12
Rin1 (@) (Ri2, Ra1, R2) € R (@, 8) (° (12) i
Fig. 3. Broadcast Channel 2.
Ris < L<1+C2PT4
Raos < L(c3P4)
(Ri,R2) : R1 >0,R2>0 represents the closure of the convex hull of the set of rats pa
Ry =R+ R+ ng described by
Rf:: _7_ = H 2 - il g o) . 13 G1721G1
2(@, 5) (R127R217§22) eRE (@, B) (13) i<l 1+G1w(21+22w)cl17 (17)
Rig < L(ciPrs) Ry < L(Hy, Z2H,)
R23<L<1+C2P ) > =0, 3y =0
25rs Tr(X, +32) < PL+yP + P
Let R;, be the set of rate pairs described by RBCQ represents the closure of the convex hull of the set of
rate pairs described by
R — CH( U U RE @5 URE (. 5)) ) (14) (Ri,R2): R1 >0,R> >0
P*€P &3 Ry < L(GQ—YElG;W
Then, the following theorem describes an achievable region R L( Hy, SoHy, i ) . (18)
for the Gaussian interference channel with cognitive relay 5 ; 0 “H;(E;B’:?)H%
. . . . — Y, 2
Theorem 1:The capacity region of the Gaussian interfer- ﬂl(gl +3,) < AP+ Py + 4P,
ence channel with cognitive relay; ¢ satisfies .
Then, we have the following lemma.
Rin C Cic. (15  Lemma 1:For anyy > 1, we have
_ _ ) ) ) max R+ Ry = max wR1 + Ra (29)
The outline of the proof of Theorem 1 is described in Section (F1-R2)€Rp0, (BimR2)ECE g
IV. The coding scheme used to achieve the region given by max Ri+ pRs = max Ri+pR2.  (20)

. . . . . (R1,R2)ERTY, (RymRy)€eC?,
R.» is a combination of Han-Kobayashi coding scheme foran =~ DR B2 1mR2)EChe,

interference channel [14] and Costa’s dirty paper codirtd.[1 The proof of the lemma follows directly from the results of
Let v > 0 be any positive real number. We define thg§l7] and is omitted here. The following theorem describes an
following 3 x 1 matrices: outer bound on the capacity region of the Gaussian interfer-
. . ence channel with cognitive relay.
} » Hiy = [ O % A } ’ ~ Theorem 2:Let . > 1. The capacity region of the Gaussian
] ., Hy, = [ o 2 9 ] . (1e) Iinterference channel with cognitive relay;c satisfies

VoAV
max uR1 + Ro < min max uRi + Rs (21)
Consider the twe-user Gaussian MIMO broadcast channels (F1:fi2)€Cic >0 (R1,R2)E€R B¢ o

given in Figures2 and 3 with three transmit antennas and max  Rj + pR2 < min max Ri+ pRa. (22)
one antenna at each receiver. We denote the two broadcast: 2)€¢ic >0 (R1,R2)ER L 5

le:[l Vel

ﬂ
_ sk

% An outline of the proof of Theorem 2 is described in Section
&_je;f”“ V. It is to be noted that the outer bound is not just the
capacity region of the broadcast channel obtained by atigwi
all the transmitters to co-operate. In fact, the broaddaanoel
considered in Figureg and 3 have some channel gains that
O—jjz , are set to zero. The outer bound is obtained by considering
f the outer bound of a MIMO cognitive channel [12] that results
from partial transmitter co-operation.

Let p1, p2 € [—1,1]. Let A(p1, p2) be given by
Py 0 p1vVPi P
(23)

Co-operating Transmitters
Pi+9Py+9P,
X(my,m:

Fig. 2. Broadcast Channel 1.

channels asBC] and BCJ respectively. Let their capacity — A(p1, p2) = 0 Py p2v/ P2
regions be denoted by}, andCj , respectivelyR . VPP pa/Pa P P,



We define the function’ (p1, p2) and Fx(p1, p2) as of Pi1, Pio, Po1, Poo are equal to zero is almost identical to
Fi(pr, p2) = L(Py + APy (1 — pd) + 21 p1 /PP o the one presented here and is hence omitted.

Fa(p1, p2) = L(P2 + c3P-(1 — pi) + 2c2p2v/ P2 Pr). Fori = 1,2, sourcei splits its message:; € {1,...,2"1%}
_ _ . . iy
The following theorem describes another outer bound gn |n1to 3 |r;(;lltle%pender1t partgl”élv Mi2, Tﬁzt?}? fR{L o 2" Rl} X
i2 ) such thatR; ; i3 =
Theorem 3:Let (R, R2) € Cr¢. Then for anyd <y < o0, 1{1%" ’ el } i1+ iz F i
we have i
Encoding Scheme : Foi = 1,2, transmitteri encodes
Ri+R < max F s + Ft R 25 ) 5 &y

pmTE = et Her p2) + Falpro ) (29) messagen;; into X7, such thap(x};) = II7_, P(zi1 ;), and
such thatA(p1, p2) = 0. Xi1,; «~ N(0, P;1). Messagem,» is then encoded int&X,,

such thatp(x},) = TI}_; P(zi2,), and Xiz j «~ N(0, Pi).
The proof of the theorem follows from a series of basitransmitteri transmit'sX;‘ = X7 + XD,

information theoretic inequalities and is omitted heree Ttl- .
The relay encodes message(mii,mi2) into

lowing theorem characterizes the d.o.f. region of the Gaoss ., n n
interference channel with cognitive relay. X = aiy (P"”/].D”)X“n T a2y (PT;Q/P”)X”'nand
Theorem 4:If ¢; a # ¢o andces b # ¢, the d.o.f. region of mes/isage(mgl,mgg) nto Xy = v/ (Frar/Po) X5 +
. 1 2 2 1s 0.1, n

the Gaussian interference channel with cognitive relay is Pay/(Pra2/Pp2)X35. The relay node encodes message
mig into X7 treating (b + ¢824/ (Pro2/P22))X5, as
_ [ (di,d2) €RY: non-causally known interference at receivér That is,

Dy di <1, d2<1 |- (26) : : : : :

=5 @22 X7, is formed using Costa’s dirty paper coding [15], and is

If cya = ¢y andloresh = ¢y, then the d.o.f. region of the distributed ag(x]) = 1T}, P(z,3,;) and X,z ; -~ N(0, Py3).

cognitive relay is given by Finally, the relay encodes message;s into X, treating
(dr, d2) € B2 : (@ + c20u/(Pr11/P11))XTY, + X3 as non-causally
172:{ dy +do <1 } (27)  known interference at receive2. X", is distributed as

p(x?y) = ", P(zy4) and X,4,; «~ N(0, P.4). The relay
Proof : We first consider the case whepu # ¢o andesb # ¢;. transmitsX? = X7, + X7, + X7 +X7,. It is to be noted that
We describe an outer bound on the d.o.f. region. We allais coding scheme uses the result that the capacity region
all the three transmitters to co-operate and obtain a two usé a Gaussian broadcast channel with additive state known
broadcast channel witB antennas at the transmitter aind non-causally at the transmitter is the same as the capacity
antenna at each receiver. The d.o.f. region of the broadceegion of the same broadcast channel with no state [18].

channel is equal to the region described by (26). Hence, theyecoding : Receivet decodesm i, mis, may) jointly by

region described b, is an outer bound on the d.o.f. region[re(,mn b (P Poy) ) X2 noxn Zn
of the Gaussian interference channel with cognitive relay. as Gagési—z;nqnﬁgise( Ii|2€2r<dezz21¥ 7221;_7212(1) Tg’a: ber4glj<_:celss-

We now show that the d.o.f. regioP; is achievable by fully decoded at receivet if (Ry1, Rio, R21) € RE (@, ).
interference cancelation. Fer= 1,2, transmitteri chooses Receiverl then decodes messaggs; by treatinge; X7, + Z7
its transmit codewordX; according to the distributiotk; -~ as Gaussian noise.

N(0,Q;),Q; < P;. The relay transmits(, = \; X1 + A2 Xo. Receiver2 decodegmi, ma1, ma2) jointly by treating(a+

Hebnce, we must r;:m%cgl +A3Q2 < Fr. We choosel; = coo\/(Pr11/P11)) XYy + co(X75 + X7y) + Z5 as Gaussian
e _and AL = —¢;0 10 cancel out the.mterference at eachise. Hence(mi2, ma1, me2) can be successfully decoded at
repel\fr. To §at|sfy the power coqstramts, we cho@se= receiver2 if (Ryo, Ry, Ras) € ng* (@, 7). Finally, message
min(5y, P;),7 = 1,2. We then achieve the poirftl;, d2) = mas is decoded by treatingy as noise.

(1,1). Hence, the regio; is achievable. ) . ) ) o
] Hence, it follows thatRY", (a, 3) is achievable. Similarly,
Next, we consider the case wheju = ¢y and/oregb = ;. RP* b

_ X X g _ - . o(a, B) is also achievable. Hence, the proof follows.
The region given byD, is achievable by time sharing. When o
c1a = ¢y, Using arguments similar to those used in [1], we canRemark 1:There are two main differences between the
show that receive2 can decode both the messages and _achlevable region pre_sented in th_ls paper and the one given
my successfully, and that is the optimal strategy for receivét [13]. The first one is that, we incorporate message split-
2. Hence,d; + d» < 1 is an upper bound on the d.o.f. regionting and partial interference cancelation at the receiVhis

The proof is similar for the case whenb = c;. m Strategy is motivated by the Han-Kobayashi coding scheme
for the general interference channel [14]. The second major
IV. ACHIEVABLE REGION: THEOREM 1 difference is, we perform dirty paper coding for both therase

simultaneously and time share the order in which we perform
Outline of Proof of Theorem 1 We fix a P* € P where dirty paper coding. In [13], the authors perform dirty paper
P is described in (7). We also fix;, a2, 51,52 € {—1,1}. coding for only one user at a time and time share between the
We show thatRffZl(a,B) is achievable. We assume thatwo dirty paper coding regions.
Pyy, Pio, Po1, Pss > 0. The proof for the case when some



V. OUTER BOUND : THEOREM 2 VII. CONCLUSIONS

Outline of Proof of Theorem 2The outer bound is obtained

by allowing transmitter co-operation. We allow transmiit®e ,, ;ser Gaussian interference channel with a cognitiayrel

to fully co-operate with the relay. This is done by providin . S o . .
transmitter2 with messagem; non-causally. This reduces%he achievable region is a generalization of the regionrgive

the channel to a Gaussian MIMO cognitive channel studiéd [13]. In Theorems2 and 3, we derive outer bounds on
in [12]. Let the capacity region of the corresponding MIMQhe capacity region of the interference channel with cagmit

cognitive channel be denoted By;cc,1- Then, forany. > 1, relay. We also derive the d.o.f. region of the channel sgttin
it is shown in [12, Theorem 3.2 and Lemma 5.6] that and show that we can achieve the full degrees of freedom of a
(28) two user no-interference channel for a large range of cHanne

In this paper, we derived a new achievable region for the

max puRi + Rz < min max R+ Ro.

(R1,R2)ECMcO,1 v>0 (Rl,Rg)eRA]SC’l
It follows that for anyu > 1,

max

uR1 + R < min max
(R1,R2)€CrC

}LRl + Rs.
>0 (R1,R2)ER G 4

[1]
By allowing transmitterl to co-operate fully with the relay
node, we obtain the other bound. That is, for any 1,

Ri1+ }LRQ.

(2]
max

Ri 4+ pR2 < min max
(R1,R2)€ECIC

>0 (R1,R2)ERE 5

(31

Remark 2:1t is to be noted that the outer bound is not
obtained by merely letting all the transmitters co-operveit
a sum power constraint. In the broadcast channel in Figires

(4

and3, it can be seen that one of the channel gains is made zefs)

Also, the outer bound is obtained by minimizing over a series
of broadcast channel with different sum power constraints a [6]
channel gains. The outer bound obtained is in general not
tight, even with respect to the cognitive radio channel [112]],

because, the non cognitive transmitter in the cognitivéorad [7]
channel cannot transmit any information with respect to the
message of the other transmitter. 8]

VI. NUMERICAL RESULTS

El

In this section, we provide some numerical results on the
capacity region of the two user Gaussian interference aanH®!
with a cognitive relay. We consider an example system, where
a=b=2,c =1.5c,=0.75. We take all power constraints
to be equal ta0 (i.e., P, = P, = P, = 10). Figure4 plots the [11]
achievable regiofR ;,, described in (14), and the outer bounds
in Theorem2 and Lemma2. The plot shows the performanced12]
improvements over the achievable region by [13] and the gap
between the achievable region and the outer bounds. [13]

—+— Achievable Region
a5t - = = Achievable Region by Sahin and Erkip
~—#— MIMO Cognitive Radio Outer Bound
Outer Bound from Theorem 3

[14]

[15]

[16]

[17]

(18]

Fig. 4. Plot of Achievable region and Outer bound for Intesfeee channel
with Cognitive Helper

parameters.

REFERENCES

H. Sato, “The capacity of the Gaussian interference nbhander strong
interference,”IEEE Trans. Inform. Theorwol. 27, no. 6, pp. 786-788,
Nov. 1981.

M. H. M. Costa and A. A. E. Gamal, “The capacity region oé thiscrete
memoryless interference channel with strong interfer@ri&EE Trans.
Inform. Theory vol. 33, no. 5, pp. 710-711, Sept. 1987.

A. A. E. Gamal and M. H. M. Costa, “The capacity region oflass of
determinstic interference channellEE Trans. Inform. Theoryol. 28,
no. 2, pp. 343-346, March 1982.

R. Benzel, “The capacity region of a class of discreteitagddegraded
interference channels|EEE Trans. Inform. Theoryol. 25, no. 2, pp.
228-231, March 1979.

R. H. Etkin, D. N. C. Tse, and H. Wang, “Gaussian interfex@ channel
capacity to within one bit,” submitted to IEEE Trans. Infarifheory,
Feb 2007.

X. Shang, G. Kramer, and B. Chen, “A new outer bound andnibigy-
interference sum-rate capacity for Gaussian interferehegnels,” sub-
mitted to IEEE Trans. Inform. Theory, Dec. 2007.

A. A. Motahari and A. K. Khandani, “Capacity bounds fortigaussian
interference channel,” Library and Archives Canada TezdinReport
UW-ECE 2007 -26, Tech. Rep., Aug. 2007.

N. Devroye, P. Mitran, and V. Tarokh, “Achievable rates dognitive
radio channels,IEEE Trans. Inform. Theorwol. 52, no. 5, pp. 1813—
1827, May 2006.

I. Mari¢, A. Goldsmith, G. Kramer, and S. Shamai, “On ttepacity of
interference channel with one co-operating transmitteufopean Trans.
on Telecomm.to appear in 2008.

W. Wu, S. Vishwanath, and A. Arapostathis, “Capacity aotclass of
cognitive radio channels: Interference channels with alded message
sets,"|IEEE Trans. Inform. Theorwol. 53, no. 11, pp. 4391-4399, Nov.
2007.

A. Jovicic and P. Viswanath, “Cognitive radio: An infoation-theoretic
perspective,” to appear in IEEE Trans. Inform. Theory. Bré@vailable
at http://arxiv.org/abs/cs.IT/0604107.

S. Sridharan and S. Vishwanath, “On the capacity of asclaf MIMO
cognitive radios,” to appear in Journal on Selected TopicsSignal
Processing, 2007. Preprint available at http://arxivaiyg/0711.4792v2.
O. Sahin and E. Erkip, “On achievable rates for intexfee relay
channel with interference cancelation,” Rroc. of Forty First Annual
Asilomar Conf. on Signals, Systems and Computers, PacifaveGr
California, vol. Nov., 2007.

T. S. Han and K. Kobayashi, “A new achievable rate region the
interference channel[EEE Trans. Inform. Theoryol. 27, no. 1, pp.
49-60, Jan. 1981.

M. Costa, “Writing on dirty paper (corresp.)JEEE Trans. Inform.
Theory vol. 29, no. 3, pp. 439-441, May 1983.

0. Sahin and E. Erkip, “Achievable rates for the Gaussigerference
relay channel,” inProc. of 2007 GLOBECOM Communication Theory
Symposium, Washington D,@ov. 2007.

H. Weingarten, Y. Steinberg, and S. Shamai, “The cdpaeigion of
the Gaussian multiple-input multiple-output broadcasarctel,” IEEE
Trans. Inform. Theoryvol. 52, no. 9, pp. 3936-3964, Sept. 2006.

Y. Steinberg and S. Shamai, “Achievable rates for tr@atcast channel
with states known at the transmitter,” Rroc. of Intl. Symp. of Inform.
Theory, Sep. 2005%2005.



