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Abstract—This paper studies a two source, two destination Gaussian interference channel in the presence of a cognitive relay. The cognitive relay has access to the messages transmitted by both the sources and assists them in communicating the messages successfully to their respective destinations. An achievable rate region for the system is derived by combining the Han-Kobayashi coding scheme for the general interference channel with dirty paper coding. The paper also derives outer bounds on the capacity region and obtains the degrees of freedom of the system.

I. INTRODUCTION

Practical wireless communication systems are in general interference limited. The interference channel is a well studied problem. However, the capacity region of the two user interference channel is still an open problem (even for the Gaussian case). The capacity region is known only for a few special classes of interference channels such as the Gaussian interference channel with strong interference [1], discrete memoryless interference channel with strong interference [2], a class of deterministic interference channels [3] and a class of discrete additive degraded interference channels [4]. Recently, Etkin et. al. characterized the capacity region of the Gaussian interference channel to within one bit [5]. In other recent works [6][7], the authors derive new outer bounds for the Gaussian interference channels and achieve the sum capacity under certain channel conditions.

Networks with cognitive users are gaining prominence with the development of cognitive radio technology, which is aimed at improving the spectral efficiency and the system performance by designing nodes which can adapt their strategy based on the network setup. Much recent work has been focused on the two user interference channel with a cognitive transmitter [8]–[12]. In this channel setting, one of the transmitters has non-causal access to the message transmitted by the other transmitter. In this paper, we study a two user Gaussian interference channel in the presence of a cognitive relay. This channel model is different from the one used in [8]–[12] in that, each transmitter has access to only their respective messages. However, we assume that there is a cognitive relay node which has non-causal access to the messages of both the transmitters. This relay node serves only to assist the two transmitters in communicating their messages to their respective receivers. An achievable region for this system is described in [13].

In this paper, we present a new achievable region for the Gaussian interference channel with a cognitive relay. This region is a generalization of the achievable region given in [13]. The coding scheme used in this paper is a combination of the Han-Kobayashi coding scheme for the general interference channel [14] and Costa’s dirty paper coding [15]. The Han-Kobayashi coding scheme was also used for the interference channel with a normal (non cognitive) relay in [16]. We perform dirty paper coding simultaneously for both the users instead of time sharing between the two users as was done in [13]. We derive outer bounds on the capacity region of the Gaussian interference channel with a cognitive relay using results on MIMO cognitive radio channel from [12] and using standard information theoretic inequalities. We also derive the degree of freedom (d.o.f.) region of the interference channel with cognitive relay. We show that we can achieve the full degrees of freedom of a two user no-interference channel for a large range of channel parameters.

Throughout the paper, we denote random variables by capital letters, their realizations by lower case and their alphabets by calligraphic letters (eg. $X$, $x$ and $\mathcal{X}$ respectively). We denote vectors of length $n$ with boldface letters (e.g. $\mathbf{x}^n$), and the $i^{th}$ element of a vector $\mathbf{x}^n$ by $x_i$. For any set $S$, $\overline{S}$ and $CH(S)$ denote the closure and convex hull of $S$ respectively. For any vector or matrix $A$, $A'$ denotes its transpose. $\text{Tr}(A)$ denotes the trace of a matrix $A$. We define the function $L : \mathbb{R}^+ \rightarrow \mathbb{R}$ as $L(x) = \frac{1}{2} \log(1 + x)$.  

II. SYSTEM MODEL

We study a Gaussian interference channel with two transmitters, two receivers and a cognitive relay. The system model is described in Figure 1. The interference channel is described by $(\mathcal{X}_1, \mathcal{X}_2, \mathcal{X}_r, \mathcal{Y}_1, \mathcal{Y}_2, p(y_1, y_2|x_1, x_2, x_r))$, where $\mathcal{X}_1, \mathcal{X}_2, \mathcal{X}_r$ are the input alphabets associated with the two transmitters and the relay, $\mathcal{Y}_1, \mathcal{Y}_2$ are the two output alphabets. For the Gaussian channel, we assume that all the alphabets are the entire reals $\mathbb{R}$. Source $i$, $i = 1, 2$ has message...
\( m_i \in \{1, \ldots, 2^{nR_i}\} \) to be communicated to destination \( i \) over \( n \) channel uses. The relay has non-causal access to both the messages \( m_1 \) and \( m_2 \) and assists the two sources. Let \( X_1, X_2, X_r \) and \( Y_1, Y_2 \) denote the random variables representing the respective channel inputs and outputs. Then, the input-output relationship can be represented by the system equations

\[
\begin{align*}
Y_1 &= X_1 + bX_2 + c_1X_r + Z_1 \\
Y_2 &= aX_1 + X_2 + c_2X_r + Z_2,
\end{align*}
\]

where \( a, b, c_1 \) and \( c_2 \) represent the channel gains as shown in Figure 1. \( Z_1 \) and \( Z_2 \) denote the additive noise which are i.i.d. Gaussian random variables distributed as \( \mathcal{N}(0, 1) \). The channel inputs must satisfy the following power constraints:

\[
\frac{1}{n} \sum_{i=1}^{n} E[X_{ij}^2] \leq P_i, \quad j \in \{1, 2, r\}.
\]

(2)

A \( (2^{nR_1}, 2^{nR_2}, n, P_e) \) code consists of message sets \( M_1 = \{1, \ldots, 2^{nR_1}\} \) and \( M_2 = \{1, \ldots, 2^{nR_2}\} \), three encoding functions

\[
\begin{align*}
f_1 : M_1 &\rightarrow \mathcal{X}_1^n, \\
f_2 : M_2 &\rightarrow \mathcal{X}_2^n, \\
f_r : M_1 \times M_2 &\rightarrow \mathcal{X}_r^n,
\end{align*}
\]

and two decoding functions

\[
\begin{align*}
g_1 : \mathcal{Y}_1^n &\rightarrow M_1, \\
g_2 : \mathcal{Y}_2^n &\rightarrow M_2,
\end{align*}
\]

(4)

such that the transmitted codewords \( X_1^n, X_2^n \) and \( X_r^n \) satisfy the power constraints given by (2) and an error probability \( P_e = \max(P_{e,1}, P_{e,2}) \). For \( i = 1, 2 \), we have

\[
P_{e,i} = \frac{1}{2^{n(R_i + R_r)}} \sum_{m_1, m_2} P_{r}[g(Y_i^n) \neq m_i](m_1, m_2) \text{ sent}.
\]

(5)

A rate pair \( (R_1, R_2) \) is achievable if there exists a sequence of \( (2^{nR_1}, 2^{nR_2}, n, P_{e(n)}) \) codes such that \( P_{e(n)} \rightarrow 0 \) as \( n \rightarrow \infty \). The capacity region of the Gaussian interference channel with cognitive relay is then the set of all rate pairs \( (R_1, R_2) \) that are achievable, and is denoted by \( \mathcal{C}_{IC} \). The d.o.f. region of the Gaussian interference channel with cognitive relay \( D \) is defined as

\[
\mathcal{D} = \left\{ (d_1, d_2) \in \mathbb{R}_+^2 : \forall w \in \mathbb{R}_+, \\
wd_1 + wd_2 \leq \limsup_{P_1 + P_2 + P_r \to \infty} \sup_{(R_1, R_2) \in \mathcal{C}_{IC}} \frac{wR_1 + R_2}{\log(P_1 + P_2 + P_r)} \right\}.
\]

(6)

### III. MAIN RESULTS

Let \( \mathcal{P} \) denote the set of \( (P_{11}, P_{12}, P_{21}, P_{22}, P_{r11}, P_{r12}, P_{r21}, P_{r22}, P_{r3}, P_{r4}) \) described by

\[
\begin{align*}
\left\{ \begin{array}{l}
(P_{11}, P_{12}, P_{21}, P_{22}, P_{r11}, P_{r12}, P_{r21}, P_{r22}, P_{r3}, P_{r4}) = P_r \\
(P_{11} + P_{12} = P_r) \\
(P_{21} + P_{22} = P_r) \\
(P_{r11} + P_{r12} + P_{r21} + P_{r22} + P_{r3} + P_{r4} = P_r)
\end{array} \right\}.
\end{align*}
\]

(7)

Let \( P^* \in \mathcal{P} \). Let \( \alpha_1, \alpha_2, \beta_1, \beta_2 \in \{-1, 1\} \). We denote \( r_{11}, r_{12}, r_{21}, r_{22} \) as follows:

\[
\begin{align*}
r_{1j} &= (\alpha_j P_{1j}^{\frac{1}{2}} + \alpha_j c_1 P_{r1j}^{\frac{1}{2}})^2, \quad j \in \{1, 2\}, \\
r_{2j} &= (\beta_j P_{2j}^{\frac{1}{2}} + \beta_j c_1 P_{r2j}^{\frac{1}{2}})^2, \quad j \in \{1, 2\}.
\end{align*}
\]

(8)

Let \( \mathcal{R}_{11}^{PP^*} (\alpha_1, \alpha_2, \beta_1, \beta_2) \) denote the set described by

\[
\begin{align*}
\begin{cases}
R_{11} + R_{12} \leq L \left( \frac{r_{11} + r_{12}}{1 + r_{22} + \gamma_1 P_{r2j} + P_{r3} + P_{r4}} \right) \\
R_{11} + R_{21} \leq L \left( \frac{r_{11} + r_{21}}{1 + r_{12} + \gamma_1 P_{r1j} + P_{r3} + P_{r4}} \right) \\
R_{12} + R_{21} \leq L \left( \frac{r_{12} + r_{21}}{1 + r_{11} + \gamma_1 P_{r1j} + P_{r3} + P_{r4}} \right) \\
R_{11} + R_{12} + R_{21} \leq L \left( \frac{r_{11} + r_{12} + r_{21}}{1 + r_{22} + \gamma_1 P_{r2j} + P_{r3} + P_{r4}} \right)
\end{cases}
\end{align*}
\]

(9)

We denote \( s_{11}, s_{12}, s_{21}, s_{22} \) as follows:

\[
\begin{align*}
s_{1j} &= (\alpha_j P_{1j}^{\frac{1}{2}} + \alpha_j c_2 P_{r1j}^{\frac{1}{2}})^2, \quad j \in \{1, 2\}, \\
s_{2j} &= (\gamma_2 P_{2j}^{\frac{1}{2}} + \beta_j c_2 P_{r2j}^{\frac{1}{2}})^2, \quad j \in \{1, 2\}.
\end{align*}
\]

We denote \( R_{12}^{PP^*} (\alpha_1, \alpha_2, \beta_1, \beta_2) \) denotes the set described by

\[
\begin{align*}
\begin{cases}
(R_{12}, R_{21}) : R_{12} \geq 0, R_{21} \geq 0, R_{22} \geq 0 \\
R_{12} \leq L \left( \frac{s_{12}}{1 + s_{11} + \gamma_1 P_{r1j} + P_{r3} + P_{r4}} \right) \\
R_{21} \leq L \left( \frac{s_{21}}{1 + s_{22} + \gamma_1 P_{r2j} + P_{r3} + P_{r4}} \right) \\
R_{22} \leq L \left( \frac{s_{22}}{1 + s_{11} + \gamma_1 P_{r1j} + P_{r3} + P_{r4}} \right) \\
R_{12} + R_{21} \leq L \left( \frac{s_{12} + s_{21}}{1 + s_{11} + s_{22} + \gamma_1 P_{r1j} + P_{r3} + P_{r4}} \right) \\
R_{12} + R_{22} \leq L \left( \frac{s_{12} + s_{22}}{1 + s_{11} + s_{21} + \gamma_1 P_{r1j} + P_{r3} + P_{r4}} \right) \\
R_{21} + R_{22} \leq L \left( \frac{s_{21} + s_{22}}{1 + s_{11} + s_{12} + \gamma_1 P_{r1j} + P_{r3} + P_{r4}} \right)
\end{cases}
\end{align*}
\]

(11)
Let \( \pi = (\alpha_1, \alpha_2) \) and \( \beta = (\beta_1, \beta_2) \). Let \( R_{in,1}^\pi(\pi, \beta) \) and \( R_{in,2}^\pi(\pi, \beta) \) be the set of rate pairs \((R_1, R_2)\) described by

\[
R_{in,1}^\pi(\pi, \beta) = \left\{ (R_1, R_2) : R_1 \geq 0, R_2 \geq 0 \right\},
\]

\[
R_{in,2}^\pi(\pi, \beta) = \left\{ (R_1, R_2) : R_1 \geq 0, R_2 \geq 0 \right\}.
\]

Then, the following theorem describes an achievable region for the Gaussian interference channel with cognitive relay.

**Theorem 1:** The capacity region of the Gaussian interference channel with cognitive relay \( C_{IC} \) satisfies

\[
R_{in} \subseteq C_{IC}.
\]

The outline of the proof of Theorem 1 is described in Section IV. The coding scheme used to achieve the region given by \( R_{in} \) is a combination of Han-Kobayashi coding scheme for an interference channel [14] and Costa’s dirty paper coding [15].

Let \( \gamma > 0 \) be any positive real number. We define the following 3 \times 1 matrices:

\[
G_{1\gamma} = \begin{bmatrix} 1 & \alpha_{1\gamma} & 0 \\ \beta_{1\gamma} & 1 & 0 \\ \end{bmatrix}, \quad H_{1\gamma} = \begin{bmatrix} 0 & \alpha_{1\gamma} & 1 \\ \beta_{1\gamma} & 0 & 0 \\ \end{bmatrix},
\]

\[
G_{2\gamma} = \begin{bmatrix} 1 & \alpha_{2\gamma} & 0 \\ \beta_{2\gamma} & 1 & 0 \\ \end{bmatrix}, \quad H_{2\gamma} = \begin{bmatrix} 0 & \alpha_{2\gamma} & 1 \\ \beta_{2\gamma} & 0 & 0 \\ \end{bmatrix}.
\]

Consider the two 2-user Gaussian MIMO broadcast channels given in Figures 2 and 3 with three transmit antennas and one antenna at each receiver. We denote the two broadcast channels as \( BC_{1\gamma}^\gamma \) and \( BC_{2\gamma}^\gamma \) respectively. Let their capacity regions be denoted by \( C_{BC,1}^\gamma \) and \( C_{BC,2}^\gamma \) respectively. \( R_{BC,1}^\gamma \) represents the closure of the convex hull of the set of rate pairs described by

\[
(\delta, \theta) : \delta \geq 0, \theta \geq 0 \}
\]

\[
R_{1} \leq L\left(\frac{G_{1\gamma}}{1 + G_{1\gamma}(\Sigma_{1\gamma} + \Sigma_{2\gamma})G_{1\gamma}}\right),
\]

\[
R_{2} \leq L\left(\frac{H_{2\gamma}}{1 + H_{2\gamma}(\Sigma_{1\gamma} + \Sigma_{2\gamma})H_{2\gamma}}\right),
\]

\[
\Sigma_{1\gamma} \geq 0, \quad \Sigma_{2\gamma} \geq 0
\]

Then, we have the following lemma.

**Lemma 1:** For any \( \mu \geq 1 \), we have

\[
\max_{(R_1, R_2) \in R_{BC,1}^\gamma} \mu R_1 + R_2 = \max_{(R_1, R_2) \in C_{BC,1}^\gamma} \mu R_1 + R_2.
\]

The proof of the lemma follows directly from the results of [17] and is omitted here. The following theorem describes an outer bound on the capacity region of the Gaussian interference channel with cognitive relay.

**Theorem 2:** Let \( \mu \geq 1 \). The capacity region of the Gaussian interference channel with cognitive relay, \( C_{IC} \) satisfies

\[
\max_{(R_1, R_2) \in R_{IC}^\gamma} \mu R_1 + R_2 \leq \min_{\gamma > 0} \left( \max_{(R_1, R_2) \in R_{BC,1}^\gamma} \mu R_1 + R_2 \right)
\]

\[
\max_{(R_1, R_2) \in R_{IC}^\gamma} \mu R_1 + R_2 \leq \min_{\gamma > 0} \left( \max_{(R_1, R_2) \in R_{BC,2}^\gamma} \mu R_1 + R_2 \right)
\]

An outline of the proof of Theorem 2 is described in Section V. It is to be noted that the outer bound is not just the capacity region of the broadcast channel obtained by allowing all the transmitters to co-operate. In fact, the broadcast channel considered in Figures 2 and 3 have some channel gains that are set to zero. The outer bound is obtained by considering the outer bound of a MIMO cognitive channel [12] that results from partial transmitter co-operation.

Let \( \rho_1, \rho_2 \in [-1, 1] \). Let \( A(\rho_1, \rho_2) \) be given by

\[
A(\rho_1, \rho_2) = \begin{pmatrix}
P_1 & 0 & 0 \\
0 & P_2 & P_1 \sqrt{P_2 P_T} \\
\rho_1 \sqrt{P_2 P_T} & \rho_2 \sqrt{P_2 P_T} & P_T
\end{pmatrix}.
\]
We define the functions $F_1(\rho_1, \rho_2)$ and $F_2(\rho_1, \rho_2)$ as

$$F_1(\rho_1, \rho_2) = L[P_1 + c_1^2P_1(1 - \rho_1^2) + 2c_1\rho_1\sqrt{P_1P_2}]$$

$$F_2(\rho_1, \rho_2) = L[P_2 + c_2^2P_2(1 - \rho_2^2) + 2c_2\rho_2\sqrt{P_1P_2}]$$

(24)

The following theorem describes another outer bound on $C_{IC}$.

**Theorem 3:** Let $(R_1, R_2) \in C_{IC}$. Then for any $0 \leq \mu < \infty$, we have

$$\mu R_1 + R_2 \leq \max_{\rho_1, \rho_2 \in [-1,1]} \mu F_1(\rho_1, \rho_2) + F_2(\rho_1, \rho_2)$$

such that $A(\rho_1, \rho_2) \geq 0$.

The proof of the theorem follows from a series of basic information theoretic inequalities and is omitted here. The following theorem characterizes the d.o.f. region of the Gaussian interference channel with cognitive relay.

**Theorem 4:** If $c_1 a \neq c_2$ and $c_2 b \neq c_1$, the d.o.f. region of the Gaussian interference channel with cognitive relay is

$$D_1 = \{ (d_1, d_2) \in \mathbb{R}_+^2 : d_1 \leq 1, \quad d_2 \leq 1 \}$$

(26)

If $c_1 a = c_2$ and/or $c_2 b = c_1$, then the d.o.f. region of the cognitive relay is given by

$$D_2 = \{ (d_1, d_2) \in \mathbb{R}_+^2 : d_1 + d_2 \leq 1 \}$$

(27)

**Proof:** We first consider the case when $c_1 a \neq c_2$ and $c_2 b \neq c_1$. We describe an outer bound on the d.o.f. region. We allow all the three transmitters to co-operate and obtain a two user broadcast channel with 3 antennas at the transmitter and 1 antenna at each receiver. The d.o.f. region of the broadcast channel is equal to the region described by (26). Hence, the region described by $D_1$ is an outer bound on the d.o.f. region of the Gaussian interference channel with cognitive relay.

We now show that the d.o.f. region $D_1$ is achievable by interference cancellation. For $i = 1, 2$, transmitter $i$ chooses its transmit codeword $X_i$ according to the distribution $X_i \sim \mathcal{N}(0, Q_i)$, $Q_i \leq P_i$. The relay transmits $X_r = \lambda_1X_1 + \lambda_2X_2$. Hence, we must have $\lambda_1^2Q_1 + \lambda_2^2Q_2 \leq P_r$. We choose $\lambda_2 = \frac{b}{c_2}$ and $\lambda_1 = \frac{-b}{c_1}$, to cancel out the interference at each receiver. To satisfy the power constraints, we choose $Q_i = \min\left(\frac{1}{\lambda_i^2}, P_i\right), i = 1, 2$. We then achieve the point $(d_1, d_2) = (1, 1)$. Hence, the region $D_1$ is achievable.

Next, we consider the case when $c_1 a = c_2$ and/or $c_2 b = c_1$. The region given by $D_2$ is achievable by time sharing. When $c_1 a = c_2$, using arguments similar to those used in [1], we can show that receiver 2 can decode both the messages $m_1$ and $m_2$ successfully, and that is the optimal strategy for receiver 2. Hence, $d_1 + d_2 \leq 1$ is an upper bound on the d.o.f. region. The proof is similar for the case when $c_2 b = c_1$.

IV. Achievable Region : Theorem 1

**Outline of Proof of Theorem 1:** We fix a $P^* \in \mathcal{P}$ where $\mathcal{P}$ is described in (7). We also fix $\alpha_1, \alpha_2, \beta_1, \beta_2 \in \{-1, 1\}$. We show that $R_{m_1, \beta}(\alpha, \beta)$ is achievable. We assume that $P_{11}, P_{12}, P_{21}, P_{22} > 0$. The proof for the case when some of $P_{11}, P_{12}, P_{21}, P_{22}$ are equal to zero is almost identical to the one presented here and is hence omitted.

For $i = 1, 2$, source $i$ splits its message $m_i \in \{1, \ldots, 2^nR_i\}$ into 3 independent parts $(m_{i1}, m_{i2}, m_{i3}) \in \{1, \ldots, 2^nR_{i1}\} \times \{1, \ldots, 2^nR_{i2}\} \times \{1, \ldots, 2^nR_{i3}\}$ such that $R_{i1} + R_{i2} + R_{i3} = R_i$.

**Encoding Scheme:** For $i = 1, 2$, transmitter $i$ encodes message $m_{i1}$ into $X^n_{i1}$, such that $p(X^n_{i1}) = \Pi_{i=1}^n P(x_{i1,j})$, and $X_{i1,j} \sim \mathcal{N}(0, P_{i1})$. Message $m_{i2}$ is then encoded into $X^n_{i2}$, such that $p(X^n_{i2}) = \Pi_{i=1}^n P(x_{i2,j})$, and $X_{i2,j} \sim \mathcal{N}(0, P_{i2})$. Transmitter $i$ transmits $X^n_i = X^n_{i1} + X^n_{i2}$.

The relay encodes message $(m_{i1}, m_{i2})$ into $X^n_{i3} = \alpha_1 \sqrt{(P_{i1}/P_{i1})}X^n_{i1} + \alpha_2 \sqrt{(P_{i2}/P_{i2})}X^n_{i2}$, and message $(m_{i1}, m_{i2})$ into $X^n_{i2} = \beta_1 \sqrt{(P_{i2}/P_{i1})}X^n_{i1} + \beta_2 \sqrt{(P_{i2}/P_{i2})}X^n_{i2}$. The relay node encodes message $m_{i3}$ into $X^n_{i3}$ treating $(b + c_2d_2 \sqrt{(P_{i2}/P_{i2})})X^n_{i2}$ as non-causally known interference at receiver 1. That is, $X^n_{i3}$ is formed using Costa’s dirty paper coding [15], and is distributed as $p(x^n_{i3}) = \Pi_{i=1}^n P(x_{i3,j})$, and $X_{i3,j} \sim \mathcal{N}(0, P_{i3})$. Finally, the relay encodes message $m_{i3}$ into $X^n_{i3}$ treating $(a + c_2d_3 \sqrt{(P_{i3}/P_{i3})})X^n_{i2}$ as non-causally known interference at receiver 2. $X^n_{i3}$ is distributed as $p(x^n_{i3}) = \Pi_{i=1}^n P(x_{i3,j})$, and $X_{i3,j} \sim \mathcal{N}(0, P_{i3})$. The relay transmits $X^n = X^n_{i1} + X^n_{i2} + X^n_{i3} + X^n_{i4}$. It is to be noted that this coding scheme uses the result that the capacity region of a Gaussian broadcast channel with additive state known non-causally at the transmitter is the same as the capacity region of the same broadcast channel with no state [18].

**Decoding:** Receiver 1 decodes $(m_{i1}, m_{i2}, m_{i3})$ jointly by treating $(b + c_2d_2 \sqrt{(P_{i2}/P_{i2})})X^n_{i2} + c_1(X^n_{i3} + X^n_{i4}) + Z^n_1$ as Gaussian noise. Hence, $(m_{i1}, m_{i2}, m_{i3})$ can be successfully decoded at receiver 1 if $(R_{i1}, R_{i2}, R_{i3}) \in \mathcal{R}_{m_1, \beta}(\alpha, \beta)$.

Receiver 1 then decodes message $m_{i3}$ by treating $c_1X^n_{i3} + Z^n_1$ as Gaussian noise.

Receiver 2 decodes $(m_{i2}, m_{i2}, m_{i2})$ jointly by treating $(a + c_2d_3 \sqrt{(P_{i3}/P_{i3})})X^n_{i2} + c_2(X^n_{i3} + X^n_{i4}) + Z^n_2$ as Gaussian noise. Hence, $(m_{i2}, m_{i2}, m_{i2})$ can be successfully decoded at receiver 2 if $(R_{i2}, R_{i3}, R_{i3}) \in \mathcal{R}_{m_2, \beta}(\alpha, \beta)$. Finally, message $m_{i3}$ is decoded by treating $Z^n_2$ as noise.

Hence, it follows that $\mathcal{R}_{m_1, \beta}(\alpha, \beta)$ is achievable. Similarly, $\mathcal{R}_{m_2, \beta}(\alpha, \beta)$ is also achievable. Hence, the proof follows.

**Remark 1:** There are two main differences between the achievable region presented in this paper and the one given in [13]. The first one is that, we incorporate message splitting and partial interference cancellation at the receiver. This strategy is motivated by the Han-Kobayashi coding scheme for the general interference channel [14]. The second major difference is, we perform dirty paper coding for both the users simultaneously and time share the order in which we perform dirty paper coding. In [13], the authors perform dirty paper coding for only one user at a time and time share between the two dirty paper coding regions.
V. OUTER BOUND: THEOREM 2

Outline of Proof of Theorem 2: The outer bound is obtained by allowing transmitter co-operation. We allow transmitter 2 to fully co-operate with the relay. This is done by providing transmitter 2 with message $m_1$ non-causally. This reduces the channel to a Gaussian MIMO cognitive channel studied in [12]. Let the capacity region of the corresponding MIMO cognitive channel be denoted by $C_{MCC}$. Then, for any $\mu \geq 1$, it is shown in [12, Theorem 3.2 and Lemma 5.6] that

$$\max_{(R_1,R_2) \in C_{MCC}} \mu R_1 + R_2 \leq \min_{\gamma > 0} \max_{(R_1,R_2) \in R_{BC,1}^*} \mu R_1 + R_2.$$  (28)

It follows that for any $\mu \geq 1$,

$$\max_{(R_1,R_2) \in C_{NC}} \mu R_1 + R_2 \leq \min_{\gamma > 0} \max_{(R_1,R_2) \in R_{BC,1}^*} \mu R_1 + R_2.$$

By allowing transmitter 1 to co-operate fully with the relay node, we obtain the other bound. That is, for any $\mu \geq 1$,

$$\max_{(R_1,R_2) \in C_{NC}} R_1 + \mu R_2 \leq \min_{\gamma > 0} \max_{(R_1,R_2) \in R_{BC,2}^*} R_1 + \mu R_2.$$

Remark 2: It is to be noted that the outer bound is not obtained by merely letting all the transmitters co-operate with a sum power constraint. In the broadcast channel in Figures 2 and 3, it can be seen that one of the channel gains is made zero. Also, the outer bound is obtained by minimizing over a series of broadcast channel with different sum power constraints and channel gains. The outer bound obtained is in general not tight, even with respect to the cognitive radio channel [10][12], because the non-cognitive transmitter in the cognitive radio channel cannot transmit any information with respect to the message of the other transmitter.

VI. NUMERICAL RESULTS

In this section, we provide some numerical results on the capacity region of the two user Gaussian interference channel with a cognitive relay. We consider an example system, where $a = b = 2$, $c_1 = 1.5$, $c_2 = 0.75$. We take all power constraints to be equal to 10 (i.e., $P_1 = P_2 = P_3 = 10$). Figure 4 plots the achievable region $R_{\text{ach}}$ described in (14), and the outer bounds in Theorem 2 and Lemma 2. The plot shows the performance improvements over the achievable region by [13] and the gap between the achievable region and the outer bounds.

VII. CONCLUSIONS

In this paper, we derived a new achievable region for the two user Gaussian interference channel with a cognitive relay. The achievable region is a generalization of the region given in [13]. In Theorems 2 and 3, we derive outer bounds on the capacity region of the interference channel with cognitive relay. We also derive the d.o.f. region of the channel setting and show that we can achieve the full degrees of freedom of a two user no-interference channel for a large range of channel parameters.
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