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Abstract—We characterize the capacity region of a class
of the deterministic Z channels. We show that, interest-
ingly, Han-Kobayashi type rate-splitting is not required in
the optimal achievable scheme for the class of channels
considered.

I. INTRODUCTION

The capacity regions of multi-user scenarios which
model communication networks are among the most
important open problems in multi-user information the-
ory. Specifically, the capacity regions of the broadcast,
relay and interference channels are unknown in gen-
eral. However, progress has been made in their capac-
ity characterization when the outputs are deterministic
functions of the inputs. The capacity region of the
deterministic broadcast channel is known, even when
there is a common message [1]. The capacity region of
a class of deterministic interference channels has been
characterized in [2], with the achievable strategy using
the Han-Kobayashi scheme. The study of deterministic
channels is receiving increased attention, of late, because
of recently established connections between the capac-
ity regions of certain deterministic channels and their
Gaussian counterparts. In [3], the capacity region of the
Gaussian interference channel has been approximated
to within one bit, using insights obtained from the
deterministic interference channels studied in [2], [4].
Deterministic channels have also helped approximate
capacity regions of certain wireless relay networks [5]–
[7], the fading broadcast channel [9], the many-to-one
and one-to-many interference networks [8], and the fully-
connected K-user interference networks [10], [11]. Mo-
tivated by the connections between deterministic chan-
nels and their Gaussian counterparts, we study a class of
deterministic Z channels [12] in this paper. The class of
channels considered in this paper is similar to the class
of deterministic interference channels studied in [2].
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The deterministic Z channel (see Figure 1) consists of
two distributed transmitters and two distributed receivers.
The output of the first receiver is a function of the inputs
at both transmitters. The output at the second receiver
only depends on the input at the second transmitter, but
is independent of the input at the first transmitter. There
are three independent messages in the system. There is
a message from the first transmitter to the first receiver.
There are two messages at the second transmitter - one
message corresponding to each receiver. Achievability
and outerbound arguments have been provided in earlier
works for the discrete memoryless Z channels in [12],
[13], and for the Gaussian Z channel in [14].
The main result of this work is a single-letter charac-

terization of the capacity region of a class of determinis-
tic Z channels. The outer bound follows from adapting
bounds known for the Gaussian Z channel (See [15])
to the deterministic setting. The achievable scheme we
provide is relatively counter-intuitive for the following
reason. At first sight, it may appear that a natural strategy
for the achievable scheme is to adapt the Han-Kobayashi
type message splitting to the Z channel, since the Han-
Kobayashi scheme is optimal in the deterministic Z-
interference channel1. In fact, the achievable strategy
described in [13] for the discrete memoryless Z channel
does precisely this, by splitting both messages at the
second transmitter into private and common messages
like the Han-Kobayashi scheme. However, it is not
known whether the achieved rate region of [13], which
is in terms of several auxilliary variables, represents the
entire capacity region for the class of deterministic Z
channels considered here. The capacity-optimal achiev-
able scheme we present in this paper, quite surprisingly,
does not involve any message splitting and is therefore
simpler than the full-fledged Han-Kobayashi scheme. In

1The Z-interference channel is the interference channel where one
of the receivers does not face interference from one of the transmitters.
The Z channel generalizes the Z-interference channel since it has three
messages, whereas the latter has only two messages.
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Fig. 1. The Deterministic Z channel

fact, in our achievable scheme, the encoding strategy at
the second transmitter mimics the binning strategy that
is optimal in the deterministic broadcast channel without
a common message [16].
We now proceed to formally define the class of

deterministic Z channels considered.

II. SYSTEM MODEL

The Z channel shown in Figure 1 is characterized
by two distributed transmitters (encoders) and two dis-
tributed receivers (decoders). Corresponding to the two
transmitters, the channel has two discrete inputs X1 ∈
X1 and X2 ∈ X2. Corresponding to the two receivers,
there exist two discrete outputs Y1 ∈ Y1 and Y2 ∈ Y2,
where

Y2 = f2(X2)

V = g(X2)

Y1 = f1(X1, g(X2))

and V ∈ V . Note that f1, f2, g are deterministic func-
tions. Similar to the model in [2], we assume that given
X1, Y1 is invertible, i.e., there exists a function h such
that V = h(Y1, X1). Note that this implies that

H(Y1|X1) = H(V ). (1)

There are three independent message sources in the
system - one at transmitter 1, producing message W11 ∈
W11, and two at transmitter 2, respectively produc-
ing messages W12 ∈ W12 and W22 ∈ W22. The
sources are assumed to be uniformly distributed over
the corresponding message sets. For a code of length
n, transmitter 1 maps W11 to a codeword X

(n)
1 ∈

Xn
1 . Transmitter 2 maps message tuple (W12, W22) to
codeword X

(n)
2 ∈ Xn

2 . Receiver j intends to decode
message(s) Wji, (j, i) ∈ {(1, 1), (1, 2), (2, 2)}. Corre-
spondingly at receiver j, there exist decoding functions
φ(n)

ji : Yn
j → Wji. The tuple (R11, R12, R22) is said to

be the rate of the code where Rji = log |Wji|
n , (j, i) ∈

{(1, 1), (1, 2), (2, 2)}. Let

P (n)
e =

∑

n

W11,W12

W22

o

Pr





∃(j, i) ∈ {(1, 1), (1, 2), (2, 2)},

such that φji(Y
(n)
j ) $= Wji

given W11, W12, W22 is encoded



 ,

(2)
where Y

(n)
j ∈ Yn

j , j = 1, 2. The rate-tuple
(R11, R12, R22) is said to be achievable if, for that
rate, there exists a sequence of encoding and decoding
functions indexed by n, such that the error probability
P (n)

e as defined in (2) vanishes, asymptotically as n →
∞. The capacity region C of the Z channel is defined as
the set of all achievable rate-tuples. In the remainder of
this paper, we follow the notation X

(n)
i ∈ Xn

i ,Y(n)
i ∈

Yn
i ,V(n) ∈ Vn.

III. MAIN RESULT : CAPACITY REGION OF THE
DETERMINISTIC Z CHANNEL

The main result of this paper is stated in the following
theorem.
Theorem 3.1: The capacity region of the deterministic

Z channel defined in Section II is the set of all rate-
tuples (R11, R12, R22) which satisfy, for some product
probability distribution pX1

(X1)pX2
(X2), the following.

R11 ≤ H(Y1|V ) (3)
R12 ≤ H(V ) (4)
R22 ≤ H(Y2) (5)

R12 + R11 ≤ H(Y1) (6)
R12 + R22 ≤ H(Y2, V ) (7)

R11 + R12 + R22 ≤ H(Y1) + H(Y2|V ) (8)
Before we proceed to prove the theorem, we present

the capacity of the Z-interference channel.
[2] Corollary 3.2: The capacity region of the Z-

interference channel, i.e., the Z channel with W12 = φ,
is the set of all rate-tuples (R11, R22) which satisfy, for



some product probability distribution pX1
(X1)pX2

(X2),
the following.

R11 ≤ H(Y1|V ) (9)
R22 ≤ H(Y2) (10)

R11 + R22 ≤ H(Y1) + H(Y2|V ) (11)
Note that the above result follows from [2]. However,

the proof of achievability we provide here is simpler
than the full-fledged Han-Kobayashi scheme construc-
tion used in [2], since we do not require rate-splitting.

A. Outerbound
Consider any achievable rate-tuple (R11, R12, R22).

Since receiver 1 is able to decode messages W12, W11

fromY
(n)
1 , rates R11, R12 must lie in the multiple access

channel formed by transmitters and 2, and receiver 1.
This implies that they must satisfy

R11 ≤ I(Y1; X1|X2) = H(Y1|X2)

⇒ R11 ≤ H(Y1|V )

R12 ≤ I(Y1; X2|X1) = H(Y1|X1) = H(V )

R11 + R12 ≤ I(Y1; X1, X2) = H(Y1).

The above equations show that (R11, R12) must satisfy
(3),(4) and (6). The bound (5) on R22 is trivial. (7)
follows from the cutset bound, with the cut at transmitter
2. Now, using Fano’s inequality, we show (8) below. For
a codeword of length n and for any ε > 0, we can write
the following.

n(R11 + R12 + R22 − ε)

≤ I(Y(n)
1 ; W11) + I(Y(n)

2 ; W22, W12)

= H(Y(n)
1 ) − H(Y(n)

1 |W11) + I(Y(n)
2 ; W22, W12)

(a)
≤ nH(Y1) − H(Y(n)

1 |W11,X
(n)
1 )

+ I(Y(n)
2 ,V(n); W22, W12)

(b)
= nH(Y1) − H(V(n)) + I(Y(n)

2 ,V(n); W22, W12)

≤ nH(Y1) − H(V(n)) + H(Y(n)
2 ,V(n))

(c)
≤ nH(Y1) + nH(Y2|V )

⇒ R11 + R12 + R22 ≤ H(Y1) + H(Y2|V )

The first term in (a) is bounded using the convexity
of mutual information, and the fact that conditioning
reduces entropy. The second term in (a) is bounded
using the fact that conditioning reduces entropy. In (b)
we have used (1). In (c) we have again used the fact
that conditioning reduces entropy. The final inequality
follows from taking n → ∞. This completes the con-
verse argument. We now proceeed to achievability.

B. Achievable scheme
Consider a product distribution pX1

(X1)pX2
(X2). We

use a random coding argument to show that (3)-(8) is
achievable.
1) Encoding Strategy : The first transmitter generates

2nR11 independent codewords X
(n)
1 (m) ∈ Xn

1 , m ∈
{1, 2 . . . , 2nR11}, generating each element i.i.d according
to pX1

(X1). The ith message is encoded using X
(n)
1 (i).

Note that pX2
(X2) along with the channel in-

duces pX2,V,Y2
(X2, V, Y2) from which marginal distri-

butions pV (V ), pY2
(Y2) and pV,Y2

(V, Y2) can be cal-
culated. Transmitter 2 generates 2nA independent se-
quencesV(n)(m), m ∈ {1, 2 . . .2nA}, with each symbol
drawn i.i.d according to pV (V ). These 2nA sequences
are then distributed uniformly into 2nR12 bins. The
transmitter also generates 2nB independent sequences
Y

(n)
2 (m), m ∈ {1, 2 . . .2nB} with each symbol drawn

i.i.d pY2
(Y2), and distributes the sequences uniformly

into 2nR22 bins. To encode messagesW12 = j, W22 = k,
the transmitter chooses a jointly typical (V(n),Y(n)

2 )
sequence pair in the product bin (j, k), i.e. in jth bin
corresponding to the V(n) sequences, and the kth bin
corresponding to the Y

(n)
2 sequences. If no jointly typi-

cal pair is found, then an error is declared. Otherwise, the
transmitter encodes the message using theX

(n)
2 sequence

that generates the (V(n),Y(n)
2 ) sequence picked. The

existence of such aX
(n)
2 sequence is guaranteed, because

the channel is deterministic and the pair (V(n),Y(n)
2 ), by

virtue of being jointly typical, has a non-zero probability
of occurrence.
Remark: The encoding strategy at transmitter

2 mimics the optimal coding strategy over the
deterministic broadcast channel [16].

2) Decoding Strategy : Receiver 1, on receivingY
(n)
1 ,

chooses the unique (i, j) such that

(V(n)(j),X(n)
1 (i),Y(n)

1 )

is jointly typical. Then,W11 is decoded to be i, andW12

is decoded using the bin index corresponding toV(n)(j).
If no such pair (i, j) is found, an error is declared.
Because of the encoding strategy and the deterministic
nature of the channel, receiver 2 receives Y

(n)
2 , whose

bin index corresponds toW22. If the bin-index ofY(n)
2 is

unique, then it is decoded using the bin-index. Otherwise
an error is declared.
3) Error Analysis : Since the coding scheme is sym-

metric over all messages, it is sufficient to analyse the
probability of error for message (W11, W12, W22) =
(1, 1, 1). Given that this message tuple was encoded,
let Y(n)

1 and Y
(n)
2 respectively represent the sequences



E1(i, j) =
{ (

Y
(n)
1 ,X(n)

1 (i),V(n)(j)
)

∈ Aε(Y1, X1, V )
}

E2(j, k) =

{

At transmitter 2,
(

V(n),Y(n)
2

)

belongs to the

(j, k)th product bin ⇒ (V(n),Y(n)
2 ) /∈ An

ε (V, Y2)

}

received at receivers 1 and 2. Let E1, E2 be sets as
defined at the top of this page, where An

ε (Y1, X1, V )
represents the set of ε-jointly typical (Y(n)

1 ,X(n)
1 ,V(n))

pairs, and An
ε (V, Y2) represents the set of ε-jointly

typical (V(n),Y(n)
2 ) pairs. Also, let

E3(k) =
{

Y2 = Y
(n)
2 (k)

}

.

Note that E2(j, k) corresponds to the event that no
jointly typical (V(n),Y(n)

2 ) pair is found in the (j, k)th
product bin at transmitter 2. Also event E3(k) is equiv-
alent to stating that Y

(n)
2 (k) and Y

(n)
2 are jointly

typical. The probability of error P (n)
e , given that

(W11, W12, W22) = (1, 1, 1), can be bounded as

P (n)
e = Pr (E2(1, 1)) + Pr (Decoding Error|Ec

2(1, 1)) .

Consider the set Ec
2(1, 1). This event corresponds to the

case that a jointly typical (V(n),Y(n)
2 ) pair was found in

the product bin (1, 1). Given that Ec
2(1, 1) occurs, errors

can occur at receivers 1 and 2. Because of the symmetric
nature of the coding scheme, the probability of error at
receiver 1 is the same no matter which V(n) sequence
chosen by the encoder at transmitter 2. Similarly, the
error probability at receiver 2 is the same, no matter
which Yn

2 is picked at transmitter 2. So, without loss
of generality, we can assume that

(

V(n)(1),Y(n)
2 (1)

)

is the jointly typical sequence that was found by the
encoder at transmitter 2 in the product bin (1, 1). Under
this assumption, we can use the union bound to bound
the overall error probability as

P (n)
e ≤ Pr(E2(1, 1)) + Pr(Ec

1(1, 1)|Ec
2(1, 1))

+
2nR11

∑

i=2

Pr(E1(i, 1)|Ec
2(1, 1))

+
2nA
∑

j=2

Pr(E1(1, j)|Ec
2(1, 1))

+
2nR11

∑

i=2

2nA
∑

j=2

Pr(E1(i, j)|E
c
2(1, 1))

+
2nB
∑

k=2

Pr(E3(k)|Ec
2(1, 1)). (12)

It has been shown in [17] that, if

R12 ≤ A (13)
R22 ≤ B (14)

R12 + R22 ≤ A + B − I(V ; Y2), (15)

then Pr(E2(1, 1)) tends to zero, asymptotically as
n → ∞. Also, by the properties of typical sequences,
Pr(Ec

1(1, 1)|Ec
2(1, 1)) → 0 as n → ∞. Now, we

bound the probabilities of E1(1, j), E1(i, 1), E1(i, j)
and E3(k) given Ec

2(1, 1).

Pr(E1(1, j)|Ec
2(1, 1))

=
∑

(Y1,X1,V)∈An
ε (Y1,X1,V )

p(Y(n)
1 |X(n)

1 )p(V(n))p(X(n)
1 )

≤ |A(n)
ε (Y1, X1, V )| 2−nH(Y1|X1)−nε2−nH(V )−nε2−nH(X1)+nε

(16)
≤ 2−nI(V ;Y1|X1)+4nε) = 2−nH(Y1|X1)+H(Y1|X1,V )+4nε

= 2−nH(V )+4nε (17)

Similarly

Pr(E1(i, 1)|Ec
2(1, 1)) ≤ 2−nI(X1;Y1|V )+4nε

= 2−nH(Y1|V )+4nε (18)
Pr(E1(i, j)|E

c
2(1, 1)) ≤ 2−nI(X1,V ;Y1)+4nε

= 2−nH(Y1)+4nε (19)
Pr(E3(k)|Ec

2(1, 1)) = Pr(Y(n)
2 = Y

(n)
2 (k))

≤ 2−nH(Y2)+3nε. (20)

Using (17)-(20) in (12), we get

P (n)
e ≤ Pr(E2(1, 1)) + Pr(Ec

1(1, 1)|Ec
2(1, 1))

+2n(R11−H(Y1|V )+4ε) + 2n(A−H(V )+4ε)

+2n(R11+A−H(Y1)+4ε) + 2n(B−H(Y2)+3ε)

Combining (13)-(15) with the above, we can say that
the coding scheme, achieves an average error probability
that vanishes as n → ∞, if the following conditions are
staisfied.

R11 ≤ H(Y1|V ) (21)
R12 ≤ A (22)

R11 + A ≤ H(Y1) (23)
R22 ≤ B (24)



A ≤ H(V ) (25)
B ≤ H(Y2) (26)

R12 + R22 ≤ A + B − I(V ; Y2) (27)

We now choose

A = min (H(V ), H(Y1) − R11) (28)
B = H(Y2) (29)

It can be verified that (A, B) satisfy the constraints
(23),(25) and (26). Further, on using (28),(29) in (21)-
(27), the achievable region turns out to be identical to
the one described by (3)-(8). This completes the proof
of the theorem.

C. Discussion
Consider the Z-interference channel, i.e., the Z chan-

nel with W12 = φ. For this channel, interestingly, the
scheme does not involve a common message or any
other form of message splitting. Therefore, the full-
fledged Han-Kobayashi construction is not required for
optimality. Further, notice that if

R11 > H(Y1) − H(V ) = I(X1; Y1)

then A < H(V ). In this case, the encoding scheme at
transmitter 2 restricts the number of possible sequences
of V to 2nA < 2nH(V ). Therefore, intuitively, the value
of A serves to limit the interference caused by transmitter
2 at receiver 1. Further, note that receiver 1 decodes
the X

(n)
1 sequence that is jointly typical with Y

(n)
1 and

V(n). This implies that receiver 1 decodes V(n), which
can be interpreted as the variable that implicitly codes the
common information from transmitter 2. An interesting
open question is whether explicit rate-splitting can be
avoided without sacrificing optimality over the (fully
connected) deterministic interference channel considered
in [2].
On a different note, the deterministic channel we

consider captures the deterministic structure introduced
in [5] and used in [4], [6], [8] to approximate the capacity
of wireless relay, two-user interference, many-to-one and
one-to-many networks. Specifically, a deterministic Z
channel constructed along the lines of [4] is a special
case of the class of channels considered here. Thus,
our main result can be used to find the capacity region
of this specific deterministic Z channel along the lines
of Lemma 4 in [4]. Whether this solution leads to an
approximation of the capacity region of the Gaussian Z
channel is an interesting area of future work.

IV. CONCLUSION
We have characterized the capacity region of a class

of deterministic Z channels. Interestingly, for the class

of Z channels considered, rate-splitting is not required
for the optimal achievable scheme. This work, therefore,
provides an alternative to the full-fledged Han-Kobayashi
construction for the Z interference channel. A natural
follow-up question to this work is whether the capacity
characterization provided in this paper leads to an ap-
proximation of the capacity of the Gaussian Z channel.
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